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Learning causal relations between two events is a fun-
damental cognitive activity. For instance, explorers in a
new country might observe that whenever they eat an ex-
otic plant, they get sick. Subsequently, on the basis of the
observation of the covariation, the reasoners may draw
the causal conclusion that eating the exotic plant caused
them to get sick. Although there are a number of ways of
learning causal relations (e.g., Ahn & Kalish, 2000), our
present focus is on causal induction based on the obser-
vation of covariation between two events.

We can imagine a simple case of covariation wherein
a possible cause is either present or absent, and the target
effect to be explained is either present or absent, as shown
in Figure 1. One way to define covariation between two
factors is to calculate an index DP = P(E |C ) 2 P(E |¬C ):
namely, the difference between the probability that the
effect occurs given that the cause is present and the prob-
ability that the effect occurs given that the cause is absent
(Jenkins & Ward, 1965; Ward & Jenkins, 1965). Numer-
ous studies have demonstrated positive correlations be-
tween objective DP and the perceived covariation be-
tween events (Allan & Jenkins, 1980; Alloy & Abramson,

1979; Wasserman, Chatlosh, & Neunaber, 1983; cf. Shanks
& Dickinson, 1987).

In everyday life, we rarely encounter events in a simul-
taneous manner as shown in Figure 1. Often, each event is
experienced sequentially. Likewise, in most studies of
causal induction, covariation information has been pre-
sented sequentially (e.g., Chapman, 1991; López, Shanks,
Almaraz, & Fernández, 1998; Van Hamme & Wasserman,
1994). However, these studies examined only limited cases
of real-life causal induction, in that the different types of
evidence were evenly distributed throughout all of the
learning trials, whereas the chances that the sequential in-
formation is perfectly evenly distributed in real-life situa-
tions are low.1 Thus, an important question arises: Does
the presentation order of the four types of evidence that
determine covariation affect judgments of causal strength?

Order Effect In Judgments of Covariation and
Causal Relations

It has long been known that the presentation order of
stimuli, such as objects, persons, or events, can affect
judgments about those items. For example, the presenta-
tion order of personality trait adjectives will bias one’s
impression of a person (Anderson & Jacobson, 1965;
Asch, 1946; cf. Anderson, 1981, chap. 3). The first ad-
jectives most affect our judgments. For instance, one will
give more positive ratings of a target (e.g., a person) if
the target is described with positive adjectives first (e.g.,
“self-disciplined, logical, intelligent, gloomy, cynical,
moody”) than if negative adjectives are presented first
(Hendrick & Costantini, 1970). These findings exemplify
primacy effects, in that initial information has the great-
est impact on later judgments.
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Although it seems reasonable to conjecture that pri-
macy effects should hold in judgments of the causal re-
lations between two events, only a few studies have sys-
tematically examined these effects in causal induction
(Chapman, 1991; López et al., 1998; Wasserman, Kao,
Van Hamme, Katagiri, & Young, 1996). Furthermore,
the available studies have produced conflicting results,
including recency effects (López et al., 1998), primacy
effects (Yates & Curley, 1986), and no effects (Wasser-
man et al., 1996).

For instance, López et al. (1998) used learning se-
quences in which participants received information about
an outcome (in this case, a disease, X) and several cues
(or possible symptoms). In one half of the learning se-
quence (the contingent block), one of these symptoms
(A) was always paired with another (B). In general, when
the compound AB was presented, the patient had the dis-
ease, but when symptom B occurred alone, it usually was
not accompanied by the disease. This pairing suggests A
was a better predictor of the disease than was B. In the
other half of the sequence (the noncontingent block),
symptom A was paired with a new cue (C). In this block,
however, the disease mainly occurred with C alone and
not with the compound AC, suggesting that symptom A
was a worse predictor than was C. The order of these two
blocks was manipulated so that, in one condition, the con-
tingent block was presented first and, in another condi-
tion, the noncontingent block was first. López et al. found
that ratings of the relationship between symptom A and
the disease were higher when the contingent block was
last (hence, a recency effect).

In contrast, Yates and Curley (1986) found a primacy
effect in a covariation judgment task. Participants in this
study were asked to consider a covariation (rather than a
causal relation) between a hypothetical plant’s color
(light or dark) and the region it came from (A or B).
They found that presentation of evidence suggesting
positive covariation at the beginning of a sequence led to
significantly higher covariation judgments than did pre-

sentation of evidence suggesting negative covariation at
the beginning of a sequence. Given previous studies
demonstrating positive correlations between objective
DP and the perceived strength of a causal relationship
(e.g., Wasserman et al., 1983), it seems reasonable to ex-
pect that the same kind of primacy effect would be ob-
tained in judging causal strengths. If so, Yates and Cur-
ley’s (1986) results would be at variance with the recency
effect found in López et al. (1998).

One obvious difference between the design of the ex-
periments of López et al. (1998) and those of Yates and
Curley (1986) is the use of multiple cues in the latter and
the use of a single cue in the former, although it is not
clear why this design difference explains the difference
in results. More generally, there are several difficulties in
directly generalizing Yates and Curley’s results to causal
induction. The first problem is that Yates and Curley’s
task involved covariation, not causal, judgment. In addi-
tion, the primacy effect was obtained from an indirect
measure. That is, participants were asked to give estimates
of the conditional probabilities, P(Light |Region A) and
P(Light |Region B), and DPs were inferred by subtract-
ing the second probability from the first one. Thus, the
results might not be comparable to other findings from
causal induction tasks, which tend to use a more direct
assessment of causal strength (e.g., the degree to which
one event causes another; Matute, Arcediano, & Miller,
1996).

Wasserman et al. (1996) used a direct causal strength
judgment to examine the effect of presenting positive co-
variation first versus presenting negative covariation
first. Unlike Yates and Curley (1986), however, Wasser-
man et al. (1996) found no primacy effect across two ex-
periments, although the direction of the means was con-
sistent with the primacy effect found by Yates and Curley.
López et al. (1998) suggested that the lack of order effect
in Wasserman et al. might have been due to the fact that
they did not use enough trials to find the effect (i.e., total
of 24 trials in Experiments 2 and 3 in Wasserman et al.,
1996).

To summarize, although the recency effects found by
López et al. (1998) seem to contradict the primacy effect
found by Yates and Curley (1986), the two studies are
not directly comparable due to differences in design and
task. The f irst order of business, therefore, is to show
that a primacy effect can indeed reliably occur in a causal
induction task. Thus, the main purpose of the present
study was to investigate order effects, using Yates and Cur-
ley’s single-cue task, in which covariation between just
two events is presented.

Overview of Methods and Hypotheses
As in Yates and Curley’s (1986) study, the present ex-

periments manipulated the order in which evidence sup-
porting positive covariation and evidence supporting

Figure 1. Example contingency between a cause and an effect.
Letters represent the names of the different types of evidence.
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negative covariation are presented. Unlike in Yates and
Curley’s study, our participants were asked to make judg-
ments of causal strengths between two events.

The specific manipulation of order in the present ex-
periments can best be explained by referring to the four
cells in Figure 1. Cases in cells A and D serve to confirm
that a generative causal relationship exists between two
factors—that is, that one event gives rise to the other. If,
of course, an effect occurs without a cause (cell C) or an
effect does not occur given a cause (cell B), then that ev-
idence helps to disconfirm the generative causal rela-
tionship. Conversely, the frequencies in cells B and C
help to confirm an inhibitory relationship, whereas the
frequencies in cells A and D disconfirm such a relation-
ship. Of particular interest in the present study is the ef-
fect of the order in which people observe cases that con-
firm a generative causal relationship (cells A and D in
Figure 1) versus those that confirm an inhibitory rela-
tionship (cells B and C in Figure 1).

In the present experiments, all participants observed
identical covariation between two events. In one condi-
tion, participants observed the bulk of A and D frequen-
cies first, followed by the bulk of B and C frequencies
(AD-first condition, henceforth). In the other condition,
participants observed the bulk of B and C frequencies,
followed by the bulk of A and D frequencies (BC-first
condition, henceforth). We define the effect of order as
being either primacy, in which the AD-first condition
leads to judgments for a more positive causal relation
than the BC-first condition, or recency, in which the BC-
first condition leads to judgments for a more positive causal
relation than the AD-first condition.

We propose that causal learning occurs through a pro-
cess of belief formation and updating. In this view, the
information that a person receives at the beginning is
used to construct a model about possible causal relation-
ships. This initial belief then helps to determine the final
judgment, for example, through the well-known “confir-
mation bias” (Einhorn & Hogarth, 1978; Klayman & Ha,
1987; Snyder & Swann, 1978; Wason, 1960), or by pro-
viding an anchor point for future adjustments (Hogarth
& Einhorn, 1992).

Thus, we hypothesize that if the initial evidence sug-
gests a generative causal relationship, then people will
prefer to focus on the evidence that confirms that rela-
tionship: cells A and D in Figure 1. In contrast, if the ev-
idence initially suggests an inhibitory relationship, then
people will tend to focus on evidence that confirms that
relationship: cells B and C.2 Alternatively, the different
beliefs could simply anchor people’s judgments on dif-
ferent sides of a bipolar scale of causal strength—that is,
an initial hypothesized generative relationship may an-
chor judgments on the positive end of the scale, whereas
an initial belief in an inhibitory relationship may anchor
judgments on the negative end. In either case, the first
pieces of evidence—those that are used to form the ini-
tial belief—should have a long-lasting impact on later
judgments about a causal relationship. We thus generally
predict primacy effects to occur in causal learning. After

presenting empirical evidence for our hypothesis, we will
describe, in the General Discussion, alternative predictions
of existing theories of causal learning (i.e., contingency-
based theories and associative theories).

EXPERIMENT 1

Method
Participants . The participants were 17 Yale undergraduates. The

participants either were paid $7 for their participation in a group of
unrelated experiments or received credit in partial fulfillment of an
introductory psychology course requirement .

Procedure and Materials. In general, there were three phases
in the experiment: instructions, a learning phase, and a test phase.
In the learning phase, the participants observed a series of trials
providing covariation information about two events. The test phase
required that the participants make judgments about the causal re-
lationship between the two events presented during the learning
phase. The main experimental manipulations of order were made
during the learning phases. Each phase is explained below. The en-
tire experiment was presented on Power Macintosh 5260/100 com-
puters, using the program MacProbe (Hunt, 1994). The presenta-
tion program also collected the participants ’ responses during the
test phase.

Instruction phase. Each session began with a series of instruction
screens on the type of events that the participants would observe
during the session (see Appendix A for the actual text of the in-
structions). These instructions introduced the general classes of
events used as content for the rest of the experiment—namely, the
ingestion of an exotic plant and the exhibition of a physical reaction.
One screen informed the participants of the three possible relation-
ships between events: generative, inhibitor y, or null relationships .
The next screen then listed the four types of cases, corresponding to
the four cells in Figure 1, that may be observed.

Then, the participants saw a series of eight practice trials in
which equal numbers of each of the four different types of trials (A,
B, C, D, in Figure 1) were presented in the order ABCDDBAC. The
causal event in these practice trials was called “New Plant,” and the
outcome event was called “New Reaction.” After going through
these practice trials, the participants then read instructions for pro-
viding estimates of causal strength. These instructions f irst ex-
plained the scale, from 2 100 to 100, that would be used to provide
estimates. A score of 2 100 was described to mean an inhibitory re-
lationship, a score of 100 a generative relationship, and a score of
zero a null relationship. Another screen provided example points
( 2 100, 2 70, 2 30, 0, 30, 70, and 100) with real-world examples that
reinforced the probabilistic nature of the causal strength estimate.

Learning phase. After receiving the general instructions, the par-
ticipants proceeded with the learning phases. During each learning
phase, the participants observed a series of trials providing infor-
mation about whether or not that patient had ingested an “exotic”
fictional plant and whether or not that patient had exhibited a fic-
tional physical reaction. In each trial, the question “Did Patient XX
ingest Plant?” was followed by the word yes or no. The participant s
were then prompted to “Press the SPACE bar to continue.” When the
participant pressed the space bar, the question “Did Patient XX ex-
hibit Reaction?” appeared below the previous question, followed by
the word yes or no. The participants were again prompted to “Press
the SPACE bar to continue.”

The two fictional plant names were “Lanya” and “Hyaleth”; the
fictional reaction names were “aliamenisia” and “burlosis.” These
names were randomly paired for each participant .3 The initials for
each patient (represented as XX in the example above) were randomly
drawn, and no combination of initials was repeated throughout the
experiment. The total number of trials in each condition was 40.

Test phase . After observing the entire sequence of trials in a
learning phase, the participants provided causal strength ratings for
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the effect of the plant on a physical reaction. Following Wasserman,
Elek, Chatlosh, and Baker (1993), the participants were asked,
“Based on the cases you just observed, please answer the following
question. To what extent does Plant cause Reaction?” where Plant
and Reaction were the names of the plant and reaction presented
during that session. Below this prompt, a slider appeared on screen.
A number scale above the slider ran from 2 100 (labeled “Plant
strongly inhibits Reaction”) through 0 (labeled “Plant has no rela-
tionship with Reaction”) to 100 (labeled “Plant strongly causes Re-
action”). The participants controlled the position of the slider with
the mouse; once the slider was in position, they could press a key
to accept their estimate or another key to reestimate.

Design . Two experimental conditions were defined by the order
in which covariation information was presented during the learning
phase. In order to construct the experimental sequences, two dif-
ferent blocks of 20 individual trials were created as shown in Fig-
ure 2.4 In the AD block, the bulk of trials (90%) were from cells A
(e.g., a patient took Lanya and exhibited aliamenisia) and D (e.g., a
patient did not take Lanya and did not exhibit aliamenisia); in the
BC block, the majority (90%) were from cells B (e.g., a patient took
Lanya and did not exhibit aliamenisia) and C (e.g., a patient did not
take Lanya and exhibited aliamenisia). Within each block (AD or
BC), the trials were randomly ordered; this random order was f ixed
across participants. The two different experimental conditions were
constructed by manipulating the order of these two blocks, so that,
in the AD-first order condition, the AD block came before the BC
block (this pattern is shown in Figure 2, both as a summary table
and in the actual sequence of trials used), and in the BC-first order
condition, the BC block came before the AD block (this pattern is
illustrated if the blocks shown in Figure 2 are reversed). Note that
both conditions have the same overall contingency, DP = 0. Each
participant went through both experimental conditions; the order of
conditions was counterbalanced across participants .

To summarize, after receiving general instructions about the ex-
periment, each participant observed a series of trials in either the AD-
first order condition or the BC-first order condition and then made a
causal strength judgment. After an optional short break, the partici-
pants observed another series of trials about two new events in the op-
posite order and then made a second causal strength judgment.

Results and Discussion
The counterbalanced order in which the conditions

(AD-first and BC-first) were presented had no significant

effect on its own [F(1,15) = 0.08] or in interaction with the
experimental conditions [F(1,15) = 3.11]. Hence, the re-
sults reported here are for data collapsed over order of
conditions.

The participants gave signif icantly higher causal
strength estimates in the AD-first condition (M = 17.05,
SD = 22.15) than in the BC-first condition (M = 2 3.04,
SD = 20.68) [t (16) = 2.90, p = .01, Cohen’s d = 0.75].
The mean ratings in the AD-first condition were signif-
icantly different from zero [t (16) = 3.17, p = .006, Co-
hen’s d = 1.09], whereas the mean ratings in the BC-first
condition were not [t (16) = 0.61, Cohen’s d = 0.21].

In line with the results of Yates and Curley (1986), ini-
tial presentation of the evidence supportive of positive
relationships (AD) led to higher causal strength judg-
ments than presentation of evidence supportive of nega-
tive relationships (BC). These results provide the first
clear evidence that there is an effect of the order of evi-
dence on the perceived strength of causal relationships
between events. This effect takes the form of primacy—
that is, the positive evidence of a causal relationship had
more impact when it was presented first. Experiments 2
and 3 expanded the present finding by ruling out alter-
native explanations for this primacy effect.

EXPERIMENT 2

One explanation for the primacy effect found in Exper-
iment 1 is that the participants may have paid less atten-
tion to later trials in each learning sequence. This “atten-
tion decrement” hypothesis has been proposed to explain
primacy effects in impression formation (Anderson,
1981) and contingency judgment (Yates & Curley, 1986).
It is important, however, to distinguish between differ-
ent processes that might be covered by the rubric of at-
tention decrement. One interpretation is that evidence
presented early in a sequence is better attended because
it serves as a basis for forming an initial hypothesis. That

Figure 2. Distribution of trial types used in Experiment 1 for Block 1 and
Block 2 of the AD-first condition, with respective trial sequences.
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is, the variation in attention paid to pieces of evidence
throughout a learning sequence may simply be an epi-
phenomenon of the belief-updating process that we are
proposing. Another, less theoretically interesting, inter-
pretation of attention decrement is that it is simply a fa-
tigue or boredom effect. In this light, primacy effects
would not occur because of an underlying belief-updating
process but instead would arise because the participants
became tired of observing a long sequence of trials.

Previous evidence suggests that a lack of attention due
to fatigue is not the sole cause of order effects. Chapman
(1991), for example, ensured that participants would at-
tend to every trial by requiring that they type in the first
letter of every item in a list of symptoms (out of six pos-
sible) that was presented on each trial. Order effects still
occurred in Chapman’s experiments, even with partici-
pants’ attention presumably held stable throughout the
learning sequence. Since Chapman’s experiments con-
cerned a different type of order effect, an additional ex-
periment is needed to rule out the possibility that the pri-
macy effect in Experiment 1 was a by-product of fatigue.

Chapman’s (1991) method of ensuring attention was
not appropriate for the present experiment because our
task involved the presence or absence of just two events;
therefore, we used another manipulation—namely, that
of rewarding accurate judgments at the end of learning.
Because we used noncontingent sequences, accuracy
was easily defined as causal strength estimates around
zero. Although offering a reward at the end of the exper-
iment does not guarantee that participants read every
trial during learning, it does suggest that they would pay
closer attention to the trials than would participants who
had no opportunity to receive a reward. If fatigue is driv-
ing the primacy effect, then we would predict at the very
least a weakened effect of order in a reward condition, rel-
ative to a no-reward condition.

Method
Participants . The participants were 62 Yale undergraduates. The

participants either were paid $7 for their participation in a group of
unrelated experiments or received credit in partial fulfillment of an
introductory psychology course requirement. Many more partici-
pants were run in this experiment than in Experiment 1, because
(1) we included a between-subjects factor (reward /no reward) in our
design and (2) we predicted little or no difference between the
amount of primacy in the two groups.

Procedure and Materials. Each participant was randomly as-
signed to one of two groups: reward or no reward. The general method
of the experiment was identical to that of Experiment 1, except for
the following changes to the instructions at the beginning of the 
experiment.

Immediately before seeing the example cases in the instructions ,
the participants in both groups were told, “Do not use paper-and-
pencil, fingers-and-toes, etc., to tally the occurrences of the cases.
Simply pay attention while observing the cases.” This instruction is
similar to those used in previous studies (e.g., Ward & Jenkins,
1965; Yates & Curley, 1986) that warned participants against keep-
ing written records. It was included to discourage the participant s
from using external devices to count cases, especially those in the
reward group, for whom the motivation to be numerically accurate
would be greater.

The main experimental manipulation came immediately before
the starting of the actual learning trials. The participants in the re-
ward group saw the following instructions on the computer screen:

Please try to be as accurate in your estimates as possible. If your esti-
mates are accurate within a reasonable margin of error, we will pay you
a $5 reward at the end of the experiment. Note that you must give cor-
rect estimates for all of the blocks to earn the reward. We will explain
the correct answers for each block at the end of the experiment.

The no-reward group of participants received the same passage
minus the two middle sentences that told of the reward. Because
there was never a contingency presented in the set of trials, the par-
ticipants in the reward condition received $5 if they gave estimates
within 7 points of zero. This was explained to these participants at
the end of the experiment .

Results and Discussion
The counterbalanced order in which the conditions

(AD-first and BC-first) were presented had no effect on its
own [F(1,58) = 0.07] or in interaction with the experimen-
tal conditions [F(1,58) = 0.34]. Hence, the results reported
here are for data collapsed over the order of conditions.

Even with the prospect of receiving reward, less than
one third of the participants in the reward condition
(31%) made “correct” responses (0±7) in both the AD-
first condition and the BC-first condition (and hence re-
ceived the reward). Indeed, an analysis of the causal
strength ratings indicated that there were no differences
between the reward and no-reward groups, as shown in
Figure 3. A 2 (group) 3 2 (trial order) analysis of vari-
ance (ANOVA) shows that the only significant effect was
that of trial order [F(1,60) = 21.69, p = .0001, h2 = .27].
That is, the ratings in the AD-first condition (M = 12.21,
SD = 24.61) were higher than those in the BC-first con-
dition (M = 2 6.75, SD = 24.85). There was no effect of
whether the participants were in the reward group or the
no-reward group [F(1,60) = 0.05, h2 < .01], and group
did not interact with trial order [F(1,60) = 0.36, h2 <
.01]. Given that an h2 of about .01 is defined by Cohen
(1988) as a small effect, and given that the observed inter-
action effect was even smaller than this value, it seems
that there is little reduction in the primacy effect due to
counteracting fatigue. We hypothesized that a reward
would counteract the influence of fatigue. That is, if fa-
tigue were responsible for the primacy effect, we would
see a reduction of that effect in the no-reward condition,
relative to the reward condition. This was clearly not the
case; thus, we suggest that the primacy effect in causal
induction is not a by-product of fatigue.

As in Experiment 1, the mean ratings in the AD-first
condition were significantly greater than zero [t (61) =
3.91, p = .0002, Cohen’s d = 0.70]; in Experiment 2,
however, the mean ratings in the BC-first condition were
significantly less than zero [t (61) = 2 2.14, p = .04, Co-
hen’s d = 0.38].

To summarize, counteracting the effect of fatigue did
not eradicate the effect of order. Assuming that the pros-
pect of a reward would keep participants more motivated
throughout the learning trials than would no prospect of
a reward, these results indicate that a primacy effect is
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unlikely to be due solely to fatigue. This further suggests
that the primacy effect found in Experiment 1 was likely
to have been due to a process of belief formation and up-
dating.

EXPERIMENT 3

Because the results of Experiment 2 suggest that the
primacy effect is not merely due to fatigue, we may now
consider another possible determinant of the primacy ef-
fect: the length of the learning sequence.

One major point of difference between López et al.’s
(1998) study, which showed recency, and Yates and Cur-
ley’s (1986) study, which showed primacy, was in the
length of sequence. In López et al.’s Experiment 1, for
example, the participants saw 160 trials in the learning
sequence. In contrast, Yates and Curley’s experiment
used just 28 trials. Of course, the studies differed on
many other procedural points as well, such that it is im-
possible to tell whether the length of the trial sequence
was the sole factor responsible for the conflicting results.
However, in order to demonstrate the generality of the
primacy effect under trial sequences of different lengths,
we doubled the length of the sequence used in Experi-
ments 1 and 2, from 40 to 80 trials.5

In addition, Experiment 3 included an even condition,
in which evidence supporting a generative relationship
(AD) and evidence supporting an inhibitory relationship
(BC) were evenly distributed. The even condition was in-
cluded in order to ensure that the sequence was long

enough and that any order effect was not a by-product of
preasymptotic or unstabilized learning. That is, it may
have been the case that the primacy effect was obtained
only when the participants had not sufficiently learned
the contingency between two factors and, therefore, were
not certain about their responses (see Shanks & Dickin-
son, 1987, for an example of a transitory bias early in
zero contingency learning sequences). If participants,
when given evenly distributed trials, can accurately de-
tect a zero contingency in the experiment, it seems safe
to conclude that the number of trials was long enough to
allow accurate learning, and, therefore, it cannot be the
source of any order effect.

Method
Participants . The participants were 63 Yale undergraduates. The

participants either were paid $7 for their participation in a group of
unrelated experiments or received credit in partial fulfillment of an
introductory psychology course requirement .

Procedure and Materials. The procedure and materials were
the same as those used in Experiment 1, except for the following.
In addition to the AD-first and BC-first conditions, there was an
even condition in which all of the trials were randomly distributed.6
The sequence of trials in the even condition was constructed so that
there were equal numbers of each type of trial (i.e., AD and BC) in
the first and second halves of the condition. In all three conditions ,
the order within each half of the condition was randomized once
and then fixed, so that the entire sequence in each condition was the
same for all the participants .

Forty-two participants were run through a within-subjects design
in which the order of conditions was counterbalanc ed across 
participants, so that all conditions were observed first equally fre-

Figure 3. Mean causal strength ratings for the reward and no-reward groups. Error bars repre-
sent standard error.
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quently. The additional 21 participants were run through a between-
subjects design in which each participant was run through just 
one of the three conditions. The larger number of participants in 
the between-subjects design was included to rule out the possibil-
ity that the trial order effect in Experiments 1 and 2 was not the re-
sult of a bias that arose from the repeated observation and estima-
tion of causal relationships in those experiments ’ within-subject s
designs.

As Figure 4 shows, the other difference between Experiment 3 and
Experiments 1 and 2 was the length of the learning sequence. Whereas
Experiments 1 and 2 had 40 trials apiece, Experiment 3 had double
that number, although the proportions of trials within each block were
the same across the experiments. The contingency of all of the condi-
tions was also identical to the previous contingencies (DP = 0).

Results and Discussion
In reporting the results, we turn first to an analysis in-

cluding just the participants from the within-subjects
design. We then look at the results from the between-
subjects design to show that the trial order effect occurs
independently of any possible condition order effect.

For the within-subjects design, the order in which the
conditions was presented had no significant effect on its
own [F(2,39) = 0.82] or in interaction with the experimen-
tal conditions [F(4,78) = 0.57]. Hence, the results reported
here are for data collapsed over the order of conditions.

One important point to test is the ratings for the even
condition. These ratings should be zero if training was
complete. Indeed, the ratings of the even condition (M =
2.61, SD = 19.35) were not different from zero [t (41) =
0.87, Cohen’s d = 0.19]. Further tests on the other con-
ditions showed that the AD-first condition (M = 17.67,
SD = 25.66) was significantly greater than zero [t (41) =
4.46, p = .0001, Cohen’s d = 0.97], whereas the causal
strength ratings in the BC-first condition (M = 2 5.50,
SD = 22.27) were not different from zero [t (41) = 2 1.60,
Cohen’s d = 0.35].

The most crucial comparison, of course, was to see
whether the order effect still held, even given the in-
creased number of trials. A one-way ANOVA across the
three conditions showed that there was a significant ef-
fect of the order in which the trials were presented within
each condition [F(2,82) = 9.71, p = .0002, h2 = .19]. To
find which groups were different from the others, paired
t tests compared each of the condition means with every
other. The Bonferroni-corrected significance level for
the three paired comparisons was set to .0167. Paired
comparisons showed that the AD-f irst condition re-
ceived significantly higher ratings than the BC-first con-
dition [t (41) = 3.87, p = .0004, Cohen’s d = 0.52]. In ad-
dition, the even condition was rated significantly lower
than the AD-first condition [t (41) = 3.24, p = .002, Co-
hen’s d = 0.54], although it was not different from the
BC-first condition [t (41) = 2 1.53, Cohen’s d = 0.20].

The next analysis includes data from the participants in
the between-subjects design and from the first condition
only of the within-subjects design. A one-way ANOVA
across the three conditions was marginally significant
[F(2,62) = 2.41, p = .10]. However, the main comparison
of interest, between the two skewed order conditions,
showed that the AD-first condition (M = 14.82, SD =
22.20) was significantly higher than the BC-first condi-
tion (M = 1.50, SD = 20.72) [t (39) = 1.98, p = .05]. (The
fact that the ratings from the even condition [M = 5.68,
SD = 16.61] fell between the other conditions suggests
that its inclusion in the full ANOVA served more to add
error variance than to distinguish means.) Hence, the pri-
macy effect appears to occur in the absence of learning
across conditions.

The main results of Experiment 3 strongly suggest
that the order effects found in Experiments 1 and 2 were
not due simply to an insufficient number of trials. With

Figure 4. Distribution of trial types used in Experiment 3 for Block 1 and
Block 2 of the AD-first condition, with respective trial sequences.
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twice the number of trials as the previous experiments,
the participants still tended to rate the conditions with
the bulk of cell A and cell D trials presented early in learn-
ing higher than the conditions with the bulk of cell B and
cell C trials first. The primacy effect still occurs reliably
in a reasonably long sequence.

GENERAL DISCUSSION

The present experiments show that the order of co-
variational information has a significant impact on par-
ticipants’ judgments of the strength of a causal relation-
ship between two events, yielding a primacy effect.7
Informal comparisons of the effect sizes for the differ-
ences between the AD-f irst and BC-f irst conditions
across experiments (Cohen’s ds of 0.75, 0.57, 0.71, and
0.52 for Experiment 1, Experiment 2 [reward], Experi-
ment 2 [no reward], and Experiment 3, respectively) sug-
gest that this primacy effect can reliably be obtained
across manipulations of attention and sequence length.
Although there is some reduction in the numerical size
of the effect, they all fall between “medium” and “large”
effect sizes, according to Cohen (1988). Thus, it seems
safe to conclude that this primacy effect is robust enough
to be obtained across various circumstances. Further-
more, the alternative explanations proposed here, fatigue
and insufficient sequence length, are contradictory; that
is, if the primacy effect is merely due to fatigue (so that
reducing the effect of primacy also reduces the effect of
order), then we would expect a larger primacy effect with
a longer sequence, which does not seem to be the case in
our data. This result especially casts doubt on the fatigue
explanation of the primacy effect. Instead, we explain
this primacy effect as being due to a process of belief up-
dating, such that the initial information affects the hy-
pothesis one draws; this hypothesis then impacts later
judgments. What other explanations might there be for
this order effect? We turn now to two models currently
inspiring research into causal induction. We argue that
these models are unable to explain the primacy effect
found in the present experiments.

Associative Learning Model
One popular mechanism proposed to be at the core of

causal induction is associative learning. In particular, the
Rescorla–Wagner model (Rescorla & Wagner, 1972;
Wagner & Rescorla, 1972) has been cited as providing a
good description of a variety of phenomena in causal in-
duction, including the judgment of contingency (e.g.,
Wasserman et al., 1993) and competition between two
possible causes of an event (Shanks & López, 1996). How-
ever, the Rescorla–Wagner model fails to account for the
present results.

The nature of this prediction can perhaps be seen more
clearly through an examination of the learning function
itself. Formally, this function is expressed as

(1)

where Vcue represents the associative strength between
the cue and the outcome (and hence the judged causal
strength of the cue when the model was applied for
causal induction tasks); DVcue represents the change in
associative strength after an individual trial; a and b rep-
resent learning rate parameters determined by aspects of
the cue and the outcome (i.e., a = 0 when a cue does not
occur on a trial, and a > 0 when a cue does occur; the
value of b when the outcome is present is greater than
when the outcome is absent); l represents the maximum
associative strength (i.e., the maximum amount of learn-
ing) that the outcome can support; and SVtotal represents
the total of associative strength combined across all of
the cues present on that trial (if there is only one explicit
cue, the context is assumed to play the role of a second
cue). The inclusion of the final term in Equation 1 means
that cues compete for association with an outcome. As
cues and outcome co-occur in repeated learning trials,
the cue on which the outcome is most contingent will
take the majority of the possible associative strength.
Note that the strength of association between cue and
outcome is assumed to be updated at each trial. There-
fore, the Rescorla–Wagner model is sensitive to the se-
quence in which a series of learning trials is presented.

Wasserman et al. (1996) ran computer simulations of
the Rescorla–Wagner model, using order manipulations
similar to ours, across a range of learning parameters
(see Wasserman et al., 1996, Figure 5) and concluded
that “the Rescorla–Wagner model never predicts pri-
macy in causal judgment. . . . Given this evidence, if pri-
macy were to be a reliable effect in human contingency
and causal judgments, then the utility of Rescorla–
Wagner model would be called into question” (p. 231).
We also ran simulations of the trial sequences from Ex-
periments 1 and 3; details of the simulation methods and
the results are provided in Appendix B. For the 40-trial
sequence from Experiment 1, the Rescorla–Wagner model
yields recency effects in almost all of the parameter com-
binations tested (16 of 18 cases; see Tables B1 and B2).
When the primacy effect was predicted by the model, the
effect was close to zero. Furthermore, these cases con-
tradicted the usual assumption that the value of acontext is
smaller than acause and so are themselves questionable
predictions of the model. Use of the 80-trial sequence of
Experiment 3 yielded clear recency effects for every com-
bination of parameters included in the simulation as in
the simulations of Wasserman et al. (see also López et al.,
1998, and Shanks, López, Darby, & Dickinson, 1996, for
more on this prediction).

The Rescorla–Wagner model predicts the recency ef-
fect because, according to the model, associative learn-
ing is determined by the extent to which a cue is “sur-
prising.”8 For instance, evidence suggesting a generative
relationship would be more surprising and hence would
have a larger impact on associative strength if it follows
the bulk of evidence suggesting an inhibitory relation-
ship (i.e., BC-first condition) than if it is presented in the
absence of any prior association (i.e., AD-first condi-DV Vcue total= -( )åab l ,
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tion). This pattern of changes in associative strength
leading to recency is illustrated in Figure B1, in which
the slope of the AD block is steeper in the BC-first con-
dition (i.e., the second block of the BC-first condition)
than in the AD-first condition (i.e., the first block of the
AD-first condition). This more extreme rate of change in
the second phase of the learning sequence makes it more
likely that a recency effect will occur. Thus, the primacy
effects found in our experiments are at variance with the
model.

Contingency-Based Model
Another possible mechanism of causal learning relies

on the subjective calculation of contingency indices such
as DP. To date, the most complete version of contingency-
based human causal induction is Cheng’s (1997) power
probabilistic contrast (PC) theory. According to this the-
ory, the causal power of a causal candidate i, pi, is

(2)

In essence, Equation 2 shows that the judged causal
strength of an event is based on the DP, weighted by the
presence of the effect in the absence of the cause (see
Spellman, 1996, for empirical support). According to the
power PC theory, the causal power of the factors used in
our experiments was zero. Note, however, that pi did not
vary as a function of order. That is, it was identical for both
order conditions in Experiments 1 and 2 and for the even
and skewed conditions in Experiment 3. Yet, in the pres-
ent experiments, manipulation of trial order introduced
significant changes in the perceived causal strength.

At this stage, any order effect is beyond the boundary
conditions of the power PC theory because the causal
strength of an event is calculated over all available trials
all at once when enough observations are assumed to
have been accumulated (see also Price & Yates, 1995, for
a similar interpretation). This theory may be modified to
allow calculations of two contingencies (one for each
block) and to give more weight to the contingency of the
primary block. However, this model is meant to be nor-
mative (Cheng, 1997; Glymour & Cheng, 1998), and it
is not clear why giving more weight to the contingency
from initial trials would be normative. For instance,
Bayes’s theorem, which is considered a good example of
a normative model, predicts no order effects under any
circumstances (Slovic & Lichtenstein, 1971; see López
et al., 1998, for a similar interpretation). If anything, it
seems easier to speculate on normative reasons for giv-
ing more weight on contingency from later trials (e.g.,
more recent data are more valid because they are more
representative of the current state of the world).

Finally, is the primacy effect obtained in the present
experiments in conflict with the recency effect obtained
in López et al. (1998)? It is difficult at this point to tell
how to reconcile the discrepancy because their exper-
imental paradigm used multiple and compound cues,
whereas ours used single cues. It might be that people

use a different hypothesis-testing strategy when multiple
and compound cues are presented and when the inter-
action among cues should be considered. The present ex-
periments, however, made two contributions with respect
to this issue. First, we have shown that the length of learn-
ing sequence is unlikely to be the reason for the discrep-
ancy. Second, we reliably demonstrated the primacy ef-
fect in a single-cue learning paradigm. Thus, the results
of the present experiments call for future empirical work
exploring the paradigm differences responsible for pri-
macy and recency effects (see Hogarth & Einhorn, 1992,
for potential factors involved in primacy vs. recency 
effects).

Conclusion
The experiments reported here show that primacy ef-

fects in causal learning do occur, and these effects are not
due to mere fatigue or to the length of the trial sequence.
In addition, the present results present clear problems for
current models of causal learning. The effect of evidence
order falls outside the scope of contingency-based mod-
els, emphasizing the restricted range of application of
those models. The dominant associative model is sensi-
tive to the effect of evidence order, but it makes predic-
tions in the opposite direction of the present results.
Clearly, the cognitive mechanisms by which people infer
causal relationships between events are not fully under-
stood. The present study makes a contribution by pre-
senting another important factor that influences learn-
ing of new causal rules—namely, the order of evidence.
We suggest that the primacy effects found here are most
compatible with a belief-updating process.
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NOTES

1. For instance, assume that, for a sequence of 20 events, 10 are of a
certain type randomly interspersed throughout the sequence, and the re-
maining 10 are of different types. If we divide the sequence in half, on
average we would expect that 5 of those events would occur in the first
half. According to the binomial distribution, however, there is over a
37% chance that a given sequence will have 6 or more of that type of
event in the first 10 trials.

2. Actually, the formation of a hypothesis of an inhibitory relation-
ship appears to be more complicated than that of a generative relation-
ship (Williams, 1996). We can imagine that cell B and cell C trials might
give rise to two possible models: one of an inhibitory relationship (if
conditions are right), or one of a null relationship. In either case, termi-
nal ratings are predicted to be lower than in conditions that give rise to
models of generative relationships.

3. Although the present experiments did not assess the participants’
initial estimates on causal strengths between a specific plant and a spe-
cific reaction, it is reasonable to assume that specific stimulus contents
did not have any systematic effect because all names were randomly
paired for each participant.

4. Also note that the phrase block of trials is here merely an exposi-
tory convenience; the participants received no explicit notice that the
condition was divided into separate sections.

5. We did not use 160 trials, in order to keep the risk of fatigue to a
minimum.

6. The actual sequence for the even condition was ACBCDDA
ACDBBCABACADBBDCDBBAACDDCCDBCDAABAABCDAC
DBDCADCBCBDCBBACDCBCAADABCDABDDAB. The actual
sequences for the AD-first and BC-first conditions can be seen by com-
bining the subsequences for the AD block and the BC block shown in
Figure 4.

7. Primacy in our experiments seems to occur only when generative
evidence is presented first (i.e., only the AD-first condition ratings are
different from zero in the experiments and are different from the even
condition ratings in Experiment 3). This result may stem from the well-
known differential weighting of evidence, such that generative evidence
is weighted more than inhibitory evidence (e.g., Schustack & Sternberg,
1981). That is, there may be a weaker primacy effect with inhibitory ev-
idence in our experiments, which is simply not detected.

8. The model represents “surprise” in terms of the difference between
the cue presented on the trial in question and the cue that is expected on
the basis of the summed predictive value of all of the cues present on
the trial (i.e., the absolute value of l 2 SVtotal; Miller, Barnet, & Gra-
hame, 1995).
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(Note: Specific changes to these instructions for Experiments 2
and 3 are detailed in the Method sections of those experiments.)

Imagine that you are a botanist. Your current project is to cat-
alog the effects that ingesting certain exotic plants has on hu-
mans. When a person ingests a plant, three things may happen:

1. The plant may inhibit a physical reaction. For ex-
ample, some plants help to suppress one’s appetite.

2. The plant may cause a physical reaction. For ex-
ample, some plants help to increase one’s appetite.

3. The plant may cause no physical reaction. For ex-
ample, some plants do nothing to one’s appetite.

In particular, you are studying the extent to which two exotic
plants cause any one of two physical reactions. To determine
this, you will observe a set of cases for each plant. In each case,
a person might or might not have ingested a particular plant.
That person also might or might not exhibit a particular physi-
cal reaction. Therefore, four types of cases can be identified:

A. The person ingested the plant and exhibited the
physical reaction.

B. The person ingested the plant and did not exhibit
the physical reaction.

C. The person did not ingest the plant and exhibited
the physical reaction.

D. The person did not ingest the plant and did not ex-
hibit the physical reaction.

(The participants then saw eight practice cases. After those
cases, the following instructions were presented.)

After you have seen all of the cases for that plant and reac-
tion, you will be asked to give an estimate that indicates your
belief about the ability of the plant to cause the reaction. You
will give your estimate on a scale from 2 100 to 100. A score
of 2 100 means that you think the proposed factor may inhibit
the physical reaction. A score of 0 means that you think the pro-
posed factor may have no relationship to the reaction. A score
of 100 means that you think the proposed factor may be a strong
cause of the reaction. Scores between 2 100 and 100 indicate
different degrees of ability to cause the reaction. Note that the
sum of the two estimates does not have to equal any particular
number.

For example, you might decide to assign these values to the
following events:

2 100 Very strong prevention, e.g., The degree to
which rain prevents the ground from being
dry.

2 70 Strong prevention, e.g., The degree to which
helmets prevent serious rollerblading in-
jury.

2 30 Weak prevention, e.g., The degree to which
exercise prevents heart disease.

0 Not a cause, e.g., The degree to which one
day of rain causes the stock market to rise.

30 Weak cause, e.g., The degree to which get-
ting wet causes a cold.

70 Strong cause, e.g., The degree to which
being exposed to a virus causes a cold.

100 Very strong cause, e.g., The degree to which
rain causes the ground to be wet.

APPENDIX A
Instructions for Experiment 1

APPENDIX B

The simulations of the Rescorla–Wagner model using the
trial sequences from Experiments 1 and 3 were performed as
follows as in Wasserman et al. (1996). First, two cues were de-
fined: the putative cause and a context cue, which represented
anything that was not the putative cause and which was as-
sumed to be always present. The change in associative strength
(DVcue) for cause and context was defined for each of the cells
in the contingency table (following Wasserman et al., 1996).
For cell A (cause and effect present),

and

For cell B (cause present but effect absent),

and

For cells C and D, in which the cause is absent, DVcause is equal
to zero. Furthermore, the total associative strength subtracted
from l includes only the cues that are present on that trial, so
that, for cell C (cause absent but effect present),

and for cell D (cause and effect absent),

The value of loutcome may be set arbitrarily to scale the asso-
ciative strengths of the model; in our simulations, it was set to
1 for cell A and cell C trials (Wasserman et al., 1996). Two val-
ues of lno outcome were used in the simulations, following previ-
ous uses of the model: 0 (Van Hamme & Wasserman, 1994) and
2 1 (Wasserman et al., 1996).

Again, following Wasserman et al. (1996), nine combinations
of learning rate parameters were created by crossing three sets of
a parameters (acause < acontext, acause = acontext, and acause > acon-

text) with three sets of b parameters (boutcome < bno outcome, boutcome
= bno outcome, and boutcome > bno outcome). Note that it is usually as-
sumed that acause ³ acontext (e.g., Wasserman et al., 1993) and bout-

come ³ bno outcome (e.g., Wasserman et al., 1996) in most situations.

DV Vcontext context no outcome no outcome context= -( )åa b l .

DV Vcontext context outcome outcome context= -( )åa b l ,

DV Vcontext context no outcome no outcome cause+context= -( )åa b l .

DV Vcause cause no outcome no outcome cause+context= -( )åa b l

DV Vcontext context outcome outcome cause+context= -( )åa b l .

DV Vcause cause outcome outcome cause+context= -( )åa b l
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The unequal parameter sets were given extreme values (0.1 and
0.9) to sample the space of possible parameter combinations
broadly. The equal parameter sets were given values of 0.5.

Figure B1 shows an example of the trial-by-trial changes in
Vcause, the causal strength judgment, when lno outcome is zero and
all learning rate parameters are set at 0.5, for all three condi-
tions (AD-first, BC-first, and even) in Experiment 3. The pat-
tern of results shows a clear recency effect, in that the f inal
value for the BC-first condition is higher than the final value
for the AD-first condition. Remember that, in the BC-first con-
dition, the second block contains mostly cell A and cell D tri-

als and that the last block of the AD-first condition contains
mostly cell B and cell C trials. The even condition stays cen-
tered around zero, the actual contingency.

Tables B1 and B2 show the sets of AD-first and BC-first final
values for Vcause in each of the parameter combinations, for both
the 40-trial sequence from Experiment 1 and the 80-trial se-
quence from Experiment 3, when lno outcome = 0 (Table B1) and
2 1 (Table B2). To aid in inspection of the tables, primacy val-
ues are also reported. These scores are the differences of the
AD-first and BC-first conditions. Positive scores indicate pri-
macy, whereas negative scores indicate recency.

Table B1
Final Associative Strengths and Primacy Scores From Rescorla–Wagner Simulations of Experiments 1 and 3

Across All Combinations of Parameter Pairs, When l = 0

acause, acontext

0.1, 0.9 0.5, 0.5 0.9, 0.1

boutcome, bno outcome AD First BC First Primacy AD First BC First Primacy AD First BC First Primacy

Experiment 1 (40-Trial Sequence)
0.9, 0.1 0.04 0.02 0.02 2 0.06 0.13 2 0.19 0.07 0.41 2 0.34
0.5, 0.5 2 0.02 0.08 2 0.10 2 0.35 0.38 2 0.73 2 0.27 0.45 2 0.72
0.1, 0.9 0.001 0.03 2 0.03 2 0.06 0.13 2 0.19 2 0.05 0.11 2 0.16

Experiment 3 (80-Trial Sequence)
0.9, 0.1 2 0.007 0.03 2 0.04 2 0.24 0.21 2 0.45 2 0.003 0.25 2 0.25
0.5, 0.5 2 0.12 0.15 2 0.27 2 0.62 0.55 2 1.17 2 0.38 0.42 2 0.80
0.1, 0.9 2 0.02 0.05 2 0.07 2 0.21 0.21 2 0.42 2 0.12 0.12 2 0.24

Note—Primacy scores are equal to AD-first strength minus BC-first strength. Hence, positive scores indicate primacy, and
negative scores indicate recency.

Table B2
Final Associative Strengths and Primacy Scores From Rescorla–Wagner Simulations of Experiments 1 and 3

Across All Combinations of Parameter Pairs, When l = 2 1

acause, acontext

0.1, 0.9 0.5, 0.5 0.9, 0.1

boutcome, bno outcome AD First BC First Primacy AD First BC First Primacy AD First BC First Primacy

Experiment 1 (40-Trial Sequence)
0.9, 0.1 0.02 0.02 2 0.007 2 0.33 0.22 2 0.55 2 0.43 0.47 2 0.90
0.5, 0.5 2 0.07 0.14 2 0.21 2 0.76 0.71 2 1.47 2 0.93 0.53 2 1.46
0.1, 0.9 2 0.000 2 0.003 0.003 2 0.14 0.14 2 0.28 2 0.45 2 0.20 2 0.25

Experiment 3 (80-Trial Sequence)
0.9, 0.1 2 0.06 0.05 2 0.11 2 0.52 0.41 2 0.93 2 0.22 0.36 2 0.58
0.5, 0.5 2 0.25 0.30 2 0.55 2 1.24 1.09 2 2.33 2 0.92 0.69 2 1.61
0.1, 0.9 2 0.03 0.06 2 0.09 2 0.42 0.37 2 0.79 2 0.38 0.04 2 0.42

Note—Primacy scores are equal to AD-first strength minus BC-first strength. Hence, positive scores indicate primacy, and
negative scores indicate recency.

APPENDIX B (Continued)
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Figure B1. Trial-by-trial causal strength estimates from the Rescorla–Wagner simulation of the
Experiment 3 learning sequence.

APPENDIX B (Continued)
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