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One of the major problems in categorization research is the lack of systematic
ways of constraining feature weights. We propose one method of operationalizing
feature centrality, a causal status hypothesis which states that a cause feature is
judged to be more central than its effect feature in categorization. In Experiment
1, participants learned a novel category with three characteristic features that were
causally related into asingle causal chain and judged the likelihood that new objects
belong to the category. Likelihood ratings for items missing the most fundamental
cause were lower than those for items missing the intermediate cause, which in turn
were lower than those for items missing the terminal effect. The causal status effect
was also obtained in goodness-of-exemplar judgments (Experiment 2) and in free-
sorting tasks (Experiment 3), but it was weaker in similarity judgments than in
categorization judgments (Experiment 4). Experiment 5 shows that the size of the
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causal status effect is moderated by plausibility of causal relations, and Experiment
6 shows that effect features can be useful in retrieving information about unknown
causes. We discuss the scope of the causal status effect and its implications for
categorization research. 0 2000 Academic Press

Features of objects vary in their importance as a basis for categorization.
For example, bird DNA might be much more central and important in our
concept of ‘‘bird’”’ than the ability to fly. In our concept of dogs, having
internal organs seems to matter more than wagging the tail. It is easier to
imagine an apple that is not round than to imagine an apple that does not
grow from a tree. Why are some features more central than others?

One might argue that some stimuli, such as shape, are inherently salient
or central in categorizing rigid artifacts (e.g., Landau, Smith, & Jones, 1988;
but see d'so Gelman & Ebeling, 1998; Soja, Carey, & Spelke, 1991). How-
ever, this idea of constraints based on specific dimensions cannot be the
complete answer because the centrality of the same feature can vary de-
pending on the category. For instance, the feature curvedness is more impor-
tant for boomerangs than for bananas (Medin & Shoben, 1988).

Moreover, the centrality of features does not seem to depend exclusively
on how many members of the same kind have that feature (Rosch & Mervis,
1975), or category validity (the probability that an object has a certain feature
given that it belongs to a certain category; e.g., the probability that an object
has wings given that it is a bird). For instance, ‘‘square’’ has a category
validity of zero for both basketballs and cantaloupes but people are more
likely to accept a square cantaloupe than a square basketball (Medin &
Shoben, 1988).

Recent similarity-based models of categorization (e.g., Kruschke, 1992;
Lamberts, 1995, 1998; Nosofsky, 1984, 1986) pay more attention to the issue
of feature weighting because, as pointed out by Murphy and Medin (1985),
any two objects in the world can be judged as similar or dissimilar to each
other without appropriate constraints on feature weighting. In general, these
models have focused on perceptual salience of dimensions and cue validity
(or diagnosticity; the probability that an object belongs to a certain category
given that it has a certain feature; e.g., the probability that an object isabird
giventhat it haswings). For instance, Kruschke'sALCOVE (1992) can learn
attention strengths (i.e., feature centrality) as a function of diagnosticity of
features. Still, diagnosticity or perceptual salience alone cannot account for
cases such asthe difference between a square cantal oupe and a square basket-
ball because the feature roundnessis equally diagnostic for and perceptually
salient in cantaloupes and basketballs.

Asonecritical part of the groundwork needed to develop a comprehensive
theory of feature centrality, this article investigates one way of constraining
feature centrality, namely the causal status of features in a category. We
argue that the causal status of features can account for categorization judg-
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ments made even in cases in which cue validity and category validity are
not helpful. Before presenting the main claim, we first describe related ideas
about feature centrality that form a backdrop to the current claim.

Theory-Based Categorization

One answer to the issue of feature weighting is provided by the theory-
based categorization view. Theideaisthat the centrality of any given feature
is determined by its importance in the principles or theories underlying the
categories (Murphy & Medin, 1985). Categories are connected in many com-
plex ways that resemble structured theories. For example, our concept of
‘““‘boomerang’’ is connected with other concepts such as*‘throwing,” *‘air,”’
‘“*speed,”’ and so on, all of which are intricately connected as in a scientific
theory. Features that play an important part in commonsense or naive theo-
ries seem more essential in categorization than those that do not. For exam-
ple, the feature curvedness plays arolein atheory of physics, and it thereby
becomes a central feature for categorizing objects as boomerangs. In the
case of bananas, however, curvedness does not play acritical rolein a naive
biological theory, and it is therefore not so central.

Even young children’s inductions seem to be influenced by their naive
theories (Gelman, 1988; Gelman & Wellman, 1991; Keil, 1989). For exam-
ple, Keil (1989) presented subjects, ranging from kindergartners to adults,
with a description of a raccoon who went through surgery to make it look
like a skunk, but still bears live raccoons and was born from a raccoon. In
spite of these changes in its surface features, even 2nd graders believed that
the animal described is a raccoon. In contrast, kindergartners’ inductions
were based on perceptual appearance, presumably because they did not yet
have appropriate domain theories. In sum, one way of explaining why some
features are more essential than others is to examine each feature’s role in
the domain theories.

Although the previous theory-based approaches have all discussed the im-
portance of causal background knowledge, the exact mechanism by which
this knowledge influences feature weighting hasrarely been articulated (Gel-
man & Kalish, 1993; Murphy, 1993). That is, previous approaches have not
specified precisely how to determine whether a feature plays a central role
in one’'s domain theory or how this should be computationally implemented.
The main goal of the current study is to provide one way to operationalize
feature centrality in terms of one's causal background knowledge and to
empiricaly test this formulation in various contexts.

Causal Satus Hypothesis

In accordance with the theory-based view, we assume that concepts consist
of richly structured features rather than of a set of independent features (Mur-
phy & Medin, 1985). As argued by Rosch (1978), natural categories seem
to consist of correlated features rather than independently occurring features.



364 AHN ET AL.

For example, the category ‘‘chair’’ has correlated features of ‘‘has legs,”’
‘“has a seat,”” and ‘‘can be sat on.”” Later, Murphy and Medin (1985) ex-
panded this notion by arguing that ‘‘ people are not only sensitive to feature
correlations, but they can deduce reasons for those correlations, based on
their knowledge of the way the world works. Perhaps, then, the connection
between those features is not a simple link, but a whole causal explanation
for how the two arerelated’” (p. 300). Similarly, we assume that the majority
of features of existing concepts are directionally connected, not just corre-
lated, because people have naive theories about how these features are con-
nected (Carey, 1985; Wellman, 1990; see also Ahn, 1998; Kim & Ahn, 1999;
Sloman, Love, & Ahn, 1998 for empirical demonstrations of interconnected
featuresin real-life categories). Of the many types of asymmetric, directional
relations (e.g., causal, temporal, or physical support relations), the current
study focuses only on causal relations because numerous researchers of
theory-based categorization have viewed causality as a central component
in theorylike conceptual representation (Carey, 1985; Gelman & Kalish,
1993; Wellman, 1990).

Taking thistheory-based approach, our main hypothesisisthat the position
of afeature within a causal structure determines its centrality, the degree to
which a feature’s presence or absence affects the likelihood that an object
belongs to a certain category. Specifically, our claim is that people regard
cause features as more important and essential than effect features in that
cause features affect category membership decisions more than do effect
features.

Consider areal-life example of this causal status effect. Suppose a clinical
graduate student is forming a new concept, ‘‘borderline personality disor-
der,”’ by learning its typical symptoms, such as ‘‘frantic efforts to avoid
abandonment,”” *‘identity disturbance,”” and ‘‘recurrent suicidal behavior.’”’
Following the Diagnostic and Statistical Manual of Mental Disorders (4th
ed., American Psychiatric Association, 1994) guidelines, the student might
make a diagnosis of borderline personality if a patient displays five of nine
criterial symptoms. Note that in this case, it does not matter whether a miss-
ing symptom is ‘‘suicidal behavior’’ or ‘‘fear of abandonment,”’ assuming
identical cue and category validities for these symptoms. On the other hand,
the student might learn a causal structure for the symptoms, such that recur-
rent suicidal attempts are made because of a fear of abandonment. Then,
even if a patient does not display ‘‘suicidal behavior,”” it might not matter
much for the diagnosis because this symptom is a mere effect. However, if
a cause symptom is missing, as in the case where a patient displays suicidal
behavior not in an attempt to avoid abandonment from other people but for
some other reason such as depression, then this might substantially lower
the likelihood of that patient’s having borderline personality disorder.

Or consider the previous example of a square basketball versus a square
cantaloupe, in which the category validities and cue validities of ‘‘square-
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ness’ are both zero, yet the feature of roundness is more important for bas-
ketballs than for cantaloupes (Medin & Shoben, 1988). This puzzle can be
explained by considering the causal status of roundness as a feature in the
respective categories of basketballs and cantaloupes. In the case of basket-
balls, roundness enables certain functional features of the ball, such asbounc-
ing with a predictable trgjectory and being able to go through a round hoop.
In the case of cantaloupes, roundnessis not usually considered to enable any
other features; that is, if a cantaloupe were square, no other features of it
(i.e., taste, texture, or function of protecting the seeds) would be affected.
In other words, the feature of roundness is more causally central in basket-
balls than it isin cantaloupes, and according to our causal status hypothesis,
that iswhy this feature is also more conceptually central in basketballs than
itisin cantaloupes. In thisway, the causal status hypothesis may predict how,
and in which direction, the same feature can affect categorization judgments
differently within different categories. Before introducing the details of our
theory, the next section provides arationale for the causal status effect. This
will serve as a basis for some of the predictions we make below.

Why Would People Weigh Causes More Than Effects?

One mgjor reason to expect the causal status effect comes from the litera-
ture on psychological essentialism. Essentialism in the purely philosophical
sense states that objects have essences that make them the objects they are
(Kripke, 1972; Locke, 1894/1975; Putnam, 1977). Whether or not this meta-
physical claim is true, Medin and Ortony (1989) proposed that people act
asif things have essences, the doctrine called *‘ psychological essentialism.”’
According to this view, essences in one's conceptual representations are be-
lieved to generate or constrain surface features of objects (Gelman & Well-
man, 1991; Medin & Ortony, 1989). Hence, the causally deepest known
properties of entities might be peopl€e’ s best guess as to what essences might
be. For instance, the male essence might be male hormones which cause
surface features of ‘‘male’’ including certain heights and facial hair. Al-
though surface features might be useful in identifying instances of the con-
cept, ‘‘the more central properties are best thought of as constraining or even
generating the properties that might turn out to be useful in identification’
(Medin & Ortony, 1989, p. 185). Because cause features by definition serve
to constrain or generate other properties, those features may fill the role of
essences in peopl € s representations of objects, lacking more complete meta-
physical knowledge.

We aso believe that the causal status effect should occur because of the
higher (perceived) predictability of cause features compared to effect fea
tures. One enormous advantage to having concepts is that we can infer or
predict nonobvious properties (e.g., ‘‘is dangerous’) based on category
membership information (e.g., wolf ). Thus, a‘‘good’’ category isconsidered
to be the one that alows rich inductive inferences (e.g., Anderson, 1990).



366 AHN ET AL.

In particular, the more that underlying causes are revealed, the more induc-
tive power the concept seems to gain. For instance, discovering a cause of
a symptom such as nausea (e.g., Is it caused by bacteria or pregnancy?)
allows doctors to determine the proper course of treatment and also to make
a better prognosis of the condition (e.g., Will it lead to fever or to a new
baby?). In contrast, merely learning the effect of the symptom (e.g., hausea
usually causes a person to throw up) does not necessarily help us to come
up with a treatment plan. Similarly, understanding the motive of a person’s
nice behavior (e.g., does he want promation or is he genuinely nice?) would
alow us to predict many more behaviors of the person than discovering
the consequence of the person’s nice behavior (e.g., people were impressed)
would.

In fact, people do seem to believe that a cause feature has more predictive
power than an effect feature, whether or not this is indeed the case. For
instance, Tversky and Kahneman (1982) report that people feel more confi-
dence in predicting an effect from a cause (e.g., predicting the son’s height
from the father’s height) than predicting a cause from an effect (e.g., pre-
dicting the father’ s height from the son’ s height) even when the two probabil-
ities, P(Effect|Cause) and P(Cause|Effect), should be equal. They aso
found that people actualy give higher estimates of P(Effect|Cause) than
P(Cause|Effect). Given findings such as these, we speculate that people be-
lieve that causal features provide more predictions and that they would there-
fore give more weight to cause features than to effect features in categoriza-
tion.

A Previous Empirical Demonstration of the Causal Status Effect

Ahn (1998) presented the initial demonstration of the causal status effect
in natural kinds and artifacts. The main purpose of this study was to investi-
gate why some studies (e.g., Barton & Komatsu, 1989; Gelman, 1988) have
shown that different features are central for natural kinds and artifacts. in
natural kinds internal or molecular features are more conceptually central
than functional features, but in artifacts functional features are more concep-
tually central than internal or molecular features. Ahn (1998) argued that the
mechanism underlying this phenomenon is the causal status effect. That is,
in natural kinds, internal/molecular features tend to cause functional features
(e.g., cow DNA determines whether cows give milk), but in artifacts, func-
tions intended by the designer determine its compositional structure (e.g.,
chairs are intended to be used for sitting, and for that reason, they are made
of ahard substance). Experiments 1 and 2 in Ahn (1998) examined redl-life
categories used in previous studies (Barton & Komatsu, 1989; Malt & John-
son, 1992). Participants were asked to draw causal relations among features
within the same category. At the sametime, they judged centrality of features
as measured by the degree to which a feature impacts categorization when
it ismissing. It was found that across natural and artifactual kinds, the more
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features any particular feature caused, the more influential the feature was
in categorization. In addition, Ahn (1998) directly manipulated the causal
status of features using artificial stimuli and showed that when a composi-
tional feature caused a functional feature, a compositional feature was more
influential in categorization of both natural and artifactual kinds, whereas
the opposite was true when the causal direction was reversed.

Although the basic phenomenon of the causal status effect was demon-
strated in Ahn (1998), a full theoretical specification of the causal status
hypothesis, as a conceptual and empirical research tool in knowledge-based
categorization, has not yet been offered. The main goal of the current study
is to provide an articulation of the scope and boundary conditions of the
causal status hypothesis, empirical tests of these claims, and discussion of
their theoretical implications in the larger context of the concepts literature.
In the following section, we discuss the predictions and scope of the causal
status hypothesis.

What the Causal Satus Hypothesis Does and Does Not Predict

Our specification of the scope of the causal status hypothesis covers a
number of issues. when it is manifested, what it predicts when causal depth
or the plausibility of causal relations or feature centrality are varied, what
the role of effect features is within our framework, and whether the causal
status effect is a structural or content-based constraint. We discuss each of
these factors in turn below.

Manifestation of the causal status effect. We claim that the causal status
effect is deeply rooted in our categorization processes. Thus, we propose
that avariety of phenomenainvolved in conceptual representation or catego-
rization should be sensitive to the causal status of features as a result of its
influence on feature centrality.

The most straightforward measure of feature centrality would be the de-
gree to which afeature determines category membership. Following the for-
mat used by Medin and Shoben (1988) and Barton and Komatsu (1989),
among others, we ask participantsin Experiments 1 and 5 to judge the degree
to which an object belongs to a target category if it were missing a target
feature. This task was successfully used by Ahn (1998) to demonstrate the
causal status effect, but it was the only measure of feature centrality in that
study. The current study utilizes a number of additional measuresto examine
other important phenomena.

One of these is the question of what people believe the natural structure
of categoriesto be. As explained earlier, the causal status effect is expected
to occur partly because of people’'s belief that categories have essences. As
in Medin and Ortony (1989), we assume that essences are believed to be the
deepest cause of an entity’ s properties. If thisistrue, we would expect people
to create categories based on matching causes rather than matching effects
when asked to free-sort objects in any way that looks natural to them (e.g.,
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Ima & Garner, 1965). Experiment 3 examines this issue using free-sorting
tasks.

In addition, we propose that the graded structure of categoriesisalso deter-
mined by features' causal status. One of the most well-established phenom-
ena in categorization research is that members of a category vary in how
good an example they are of their category (e.g., Barsalou, 1985; Rosch &
Mervis, 1975; Smith, Shoben, & Rips, 1974). What determines the goodness
of exemplars? Rosch and Mervis (1975) used category validity of features
(“*the number of items in a category that had been credited with that attri-
bute,’ p. 578) as a measure of family resemblance and showed that this
measure was highly correlated with subjects’ typicality ratings. That is, hav-
ing features shared by many members of the same category makes an exem-
plar ‘‘good.”” We argue that even when category validity is held constant,
the causa status of features can also determine the goodness of exemplars.
Note that category validity and causal status of features are independent con-
structs in that high category validity does not necessarily entail high causal
status (Ahn & Sloman, 1997; Keil, Smith, Simons, & Levin, 1998; Sloman
et al., 1998). For example, aimost al tires are black, but this feature has low
causal status because it does not cause other features of a tire. We expect
causal status to determine independently the graded structure of categories.
It is because the more causally central a feature is, the greater impact it
should have on the distance of an object to the central tendency or an ideal,
which in turn, determines graded structure (Barsalou, 1985). Experiment 2
in the current study provides the first demonstration that features causal
status determines typicality ratings, even when the category validity of fea-
tures is held constant.

Another construct that has been frequently associated with categorization
and conceptua representation is similarity. According to some similarity-
based theories of categorization (e.g., Hampton, 1998; Posner & Keele, 1968;
Rosch, 1978), the causal status of a feature should have an equivalent effect
on both categorization and similarity judgments because these models as-
sume that categorization is based on similarity. In contrast, we predict that
the causal status of features will be more important in categorization than
in similarity judgments. This is because psychological essentialism and in-
ductive inferences, constructs which we argued earlier are central to the
causal status effect, are more important in categorization than in similarity.
Asdiscussed earlier, the causal status effect is expected to occur in categori-
zation because people believe objects in the same category share the same
essence which causes their surface features and because cause features are
believed to have more inductive power than their effects. However, when
people make judgments of similarity, the goal is more diverse. Whereas some
types of similarity are used for inductive inferences (e.g., Gentner, 1989;
Osherson, Smith, Wilkie, Lopez, & Shafir, 1990), ‘‘mere appearance’’
matches such as ‘‘aplanet islike around bal’’ have virtualy no predictive
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utility (e.g., Gentner & Medina, 1998). Unless the goal of the similarity judg-
ment is specified, the relative weighting of a feature can vary with the stimu-
lus context and task (e.g., Goodman, 1972; Murphy & Medin, 1985). There-
fore, in making similarity judgments the need is not as strong as in
categorization to give greater weight to deeper cause features. Experiment 4
directly investigates the differential impact of causal statusin categorization
versus similarity judgments.

To summarize, the causal status effect is expected to be manifested when
categorizing transfer items after learning a novel concept, when free-sorting
objects, and when judging goodness of exemplars. These results will demon-
strate how deeply embedded the causal status effect isin diverse aspects of
our conceptual representations, above and beyond a simple demonstration
of methodological generality. In addition, we propose that this bias toward
weighing cause more than effect will be stronger in categorization than in
similarity judgments, suggesting that the causal status effect might be due
to psychological essentialism present only in peopl€’s categorization judg-
ments.

Causal depth. We argue that the causal status effect is not just limited to
the difference between the deepest cause of an entity and the surface effect
features. Instead, feature centrality should be thought of as a continuum along
a causal chain within a category (Medin & Ortony, 1989). The basis of this
claim is directly derived from the causal status hypothesis. A feature that
causes another feature can also be an effect feature of some other feature.
For instance, **having gills”’ allowsfish to swim and, at the sametime, ** hav-
ing gills” in fish is an effect or consequence of ‘‘fish DNA.”" Because a
feature is more central than its effect but less central than its cause, it is
logical to predict that the deeper acauseisin acausal chain, the more concep-
tually central that feature is.

This continuous nature of feature centrality is one of the main departures
of the causal status hypothesis from one reading of essentialism. As dis-
cussed earlier, essentialists argue that an object has an essence, the very being
of what it is (Kripke, 1971; Locke, 1894/1975; Putnam, 1975). Applying this
metaphysical account to how people might categorize things in the world,
one might develop a strong version of essentialism that states that people
treat essences as defining features of acategory. That is, people treat essences
as necessary and sufficient features of a kind in that if an object has an
essence of a certain kind, the object must be a member of the kind, and if
an object is amember of a certain kind, the object must possess the essence.
Therefore, according to this strong version of essentialism, categorization is
all-or-none rather than graded; that is, nonessential properties do not deter-
mine reference (see Braisby, Franks, & Hampton, 1996; Diesendruck & Gel-
man, 1999; Kalish, 1995; Keil, 1989; and Malt, 1994 for similar descriptions
of essentialism). According to the causal status hypothesis, however, even if
afeatureisnot the deepest cause, it isexpected to play arolein categorization
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judgments. Moreover, nonessential features are expected to influence catego-
rization as afunction of their causal status. Experiments 1 and 2 will provide
the first empirical demonstration of this graded nature of the causal status
effect.

Plausibility of causal relations and feature centrality. Causal relations
vary in plausibility. For instance, severed brake lines are a plausible precur-
sor to a car accident, but doing homework is not a plausible precursor to an
alergic reaction (Fugelsang & Thompson, in press). We propose that the
effect of causal status on feature centrality is moderated by the plausibility
of the causal relations involved such that the more plausible causal relations
are, the stronger the causal status effect is expected to be. There are many
ways in which a causal relation becomes plausible, such as by acquiring an
understanding of the underlying mechanism (Ahn, Kalish, Medin, & Gel-
man, 1995). Compatibility with preexisting causal background knowledge
should aso influence plausibility of newly acquired knowledge. Medin
(1989) describes, as an example, that the germ theory, when first introduced,
was not easily accepted because people had a prior belief that the size of a
cause should be similar to the size of its effect, and they could not believe
that such tiny entities as germs could result in disastrous effects. Experiment
6 tests the hypothesis that the degree of compatibility between prior knowl-
edge and new knowledge can determine the size of the causal status effect.
If our predictions are verified, this study will aso demonstrate that the causal
status effect is not fixed, but rather changes dynamically as one's causal
background knowledge evolves.

Therole of effect features. The causal status hypothesis does not necessar-
ily imply that surface features (or the most terminal effect features) never
affect categorization. Instead, the claim isthat effect features matter lessthan
their cause features in making categorization judgments. Consider the case
of chicken pox, in which patients always exhibit pox marks on the skin and
fever. Moreover, both these symptoms are caused by the chicken pox virus,
which, like both symptoms, is always present in chicken pox. Suppose that
a clinician finds that a patient has a fever and the chicken pox virus, but
does not have pox marks. This absence of pox marks might make aclinician
somewhat less likely to make a diagnosis of chicken pox because the patient
does not display this highly characteristic symptom. However, note that if
another hypothetical patient has pox marks and a fever, but a blood test
shows that the person does not have the chicken pox virus, then it would be
even much less likely that the clinician would diagnose this patient with
chicken pox. Thus, our hypothesis is that the absence of effect features can
matter in categorization because any missing features would matter, but the
absence of (or discrepancy in) cause features matters even more. That is, the
causal status hypothesis is about this difference between cause and effect
features.

What role, then, does an effect feature play in categorization? The effect
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features can be useful especialy when deeper causes are not immediately
observable. For instance, when we categorize people as males and females,
we normally do not have information about their sex chromosomes. Even
in such cases, people are willing to categorize based only on surface features
(e.g., hair length and voice). In these cases when people cannot directly ac-
cess information about cause features, however, they may infer the specific
cause features based on their causal background knowledge. For instance,
physicians infer the cause of one’s illness based on the patient’s symptoms
(i.e., surface features). As in Bloom (1996), we also infer the designer’'s
intention for an artifact based on its perceptua features. For instance, when
observing an object with four legs and a seat, we infer that the designer of
that object intended to create a chair. Sometimes, people might not even
know what the essences are. Nonetheless, based on surface features, they
infer a sort of ‘*essence placeholder,”” filled with beliefs that experts exist
who would know what the essences are (Medin & Ortony, 1989). In this
case, surface features provide information about the nature of the essence
placeholder, such as what sort of essence it is assumed to be, or what type
of experts might know about the essences (see a'so Murphy & Medin, 1985,
and Gelman & Medin, 1993, for similar discussion of the role of surface
features).

It should be emphasized, however, that thisrole of effect featuresin serv-
ing as a heuristic guide for inferring cause features or assuming an essence
placeholder should not be confused with feature centrality. For example, we
might use the chemical composition of blood to infer the abnormality of a
liver because the liver abnormality causes the changes in blood chemistry.
Still, if we could somehow obtain more direct information that the blood
test result was not due to a liver abnormality but occurred for some other
reason, then the presence of the effect feature would be much less influential
in adiagnosis of liver disease. Experiment 5 contrasts these two situations:
one in which the cause feature is explicitly missing, and the other in which
the information about the cause feature is simply unavailable. In accord with
our views put forth in the above discussion, we predict that the causal status
effect will disappear in the latter situation.

Sructural rather than content-based constraints. The causal status hy-
pothesis is a structural constraint rather than a content-based one; that is, a
feature's centrality is determined by its causal status (i.e., structure of fea-
tures) independent of its contents, such as the dimension on which it is mea-
sured (e.g., function or color) or attribute (e.g., red). Although this does not
necessarily preclude the possibility of the role of feature content in categori-
zation, a strong test of the causal status hypothesis would be to see whether
the effect can be obtained even with features that are not usually thought of
as ‘"deeper’’ features. In general, essences and deeper features are believed
to be inaccessible, internal, or hidden features, such as male hormones or
DNA, whereas surface features are assumed to be obvious, perceptua fea-
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tures. However, as Gelman and Wellman (1991) pointed out, essences are
not necessarily insides (although they coincide in many cases). Likewise,
features that cause other features do not have to be internal or hidden fea-
tures, and features that are caused by other features do not have to be percep-
tual features. Indeed, it isillogical to assume that a cause feature is necessar-
ily a hidden or internal feature because that same feature can be also an
effect feature of another feature, as discussed before. Throughout the experi-
ments reported in this article, we compare a condition in which features are
causally related with a control condition in which features are not causally
related in order to ensure that any effects obtained were not due to feature
content.

Summary of Theoretical Claims and Overview of Experiments

To summarize the theoretical claims made so far, we propose that the
causal status effect (1) is deeply rooted in categorization processes and there-
fore influences various aspects of concepts and categorization (e.g., categori-
zation of new transfer items, free-sorting, and typicality judgments), (2) is
lesslikely to affect similarity judgments because such judgments do not draw
upon psychological essentialism, (3) is continuous in that a feature is more
central than its effect but less central than its cause, (4) is a function of the
plausibility of causa relations and can therefore change dynamicaly as
causal background knowledge changes, (5) can disappear if cause features
are not explicitly denied, and (6) can occur fairly independently of the con-
tent of the features. The current article reports six experiments investigating
these issues.

Experiment 1: Causal Depth

Experiment 1 tests the hypothesisthat in a causal chain, the deeper acause
is, the more central that feature is in influencing categorization judgments.
Participants first learned three characteristic features of a target category
(e.g., “*Animascalled ‘roobans’ tend to eat fruits, have sticky feet, and build
nests on trees'’). The features were selected in such away that participants
would be unlikely to have a priori knowledge about causal relations among
them. In the causal background knowledge condition, participants learned
that the three features, say X, Y, and Z, form a single causal chain (e.g., X
causes Y and Y causes Z). For instance, participants learned that ‘‘Eating
fruits tends to cause roobans to have sticky feet because sugar in the fruits
is secreted through pores under their feet. Having sticky feet tends to allow
roobans to build nests on trees because they can climb up the trees easily
with sticky feet.”” Hence, in this condition, afeature was afundamental cause
of all features (feature X, henceforth), a cause of one of the features but an
effect of another feature (feature Y), or an effect of other features (feature



CAUSAL STATUS 373

Z). The centrality of features was measured by asking participants to judge
the membership likelihood of a new item missing one of the three features.
The hypothesis is that in the causal background condition, X would be
judged to be more central than Y, which in turn would be judged to be more
central than Z. In contrast, in the control condition, no causal background
knowledge was provided. The difference between the control condition and
the causal background knowledge condition will reveal the amount of impact
that causal relations have on feature centrality. For instance, a null effect of
featuresin the control condition would insure that the results from the causal
background condition are not due to the content of the features.

Method

Participants. Fifteen undergraduate students at Yae University participated in this study
either in partia fulfillment of requirements of an introductory psychology course or for pay-
ment of $7.00 for participating in this experiment and other unrelated experiments.

Procedure. Each participant received 12 problems. For each of the 12 problems, participants
were first told that a target category tends to have three features (X, Y, and Z, henceforth).
Participants in the control condition did not receive any further information. Participants in
the causal background knowledge condition, in contrast, learned that feature X causes feature
Y and feature Y causes feature Z (X - Y - Z, henceforth). All participants were then pre-
sented with adescription of anew item and asked to judge the likelihood that the item bel onged
to the target category. The new item was always missing exactly one of the characteristic
features of the target category.

For example, one of the problems used in the causal background condition was the follow-
ing. (The information that was not present in the control condition is written in italics here.
However, it was presented in plain text to the participantsin the causal background knowledge
condition. Note that this item a so includes one of the three test questions, which are described
in more detail in the next section.)

Animals called ‘‘roobans’’ tend to eat fruits, have sticky feet, and build nests on
trees.

In addition, biologists know the following.

Eating fruits tends to cause roobans to have sticky feet because sugar in fruits
is secreted through pores under their feet.

Having sticky feet tends to allow roobans to build nests on trees because they
can climb up the trees easily with sticky feet.

The above information can be summarized as follows: eats fruits — has sticky
feet - builds nests on trees
Suppose an animal has the following characteristics.

likes to est—worms

has feet that are—sticky

builds nests—on trees
How likely is it that this animal is a rooban?

The responses were made on a 0 to 100 scale, with O being ‘‘definitely unlikely’” and
100 being ‘‘definitely likely'’. The experiment was programmed using Psyscope 1.1 (Cohen,
MacWhinney, Flatt, & Provost, 1993) and run on Power PC Macintosh computers. At each
trial, only one problem was presented on a computer screen. The background information
(characteristic features as well as causal background information) was displayed on the screen
while participants were answering the relevant question. Participants could correct their answer
before preceding to the next question, but not afterward. Questions concerning the same cate-
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gory were blocked, and the order of questions within the same block was randomized across
the participants. The order of categories was counterbalanced across participants. The order
in which features were presented within each category and problem was held constant for
both conditions.

Design and materials. For generality, four categories from four different domains were
selected: animals, diseases, tribes, and cars. The actual features used in each category are
summarized in Table 1. In the causal background knowledge condition, Feature X served as
the fundamental cause, Feature Y served as the intermediate cause, and Feature Z served as
the terminal effect. The instructions that were unique to the causal background knowledge
condition are also provided in the last column of Table 1.

For each participant, two categories were used for the causal background condition, and
the other two categories were used for the control condition. A latin-square design was used
to determine which categories were used for the causal background condition or the control
condition varied for each participant.

For each category, three questions were developed: Missing-X, Missing-Y, and Missing-Z.
Each question presented a novel object that has only two of the target category’s characteristic
features. In two of the categories (disease and car), missing features were explicitly denied
(e.g., the patient does not exhibit blurred vision and the car uses butane-free fuel), and in the
other two categories (animal and tribe), missing features were described using implicit nega-
tives (e.g., the animal eats worms and the tribe relies on hunting). Followed by this description
of the novel object, a question was presented asking the likelihood that this object is amember
of the target category.

Results and Discussion

The results are summarized in Fig. 1, with error bars indicating standard
error. The results from the control condition indicate that three features
within each category are equally central when they are not causally related.
However, when the same features were causally related in the causal back-
ground knowledge condition, the likelihood judgments varied as a function
of the missing feature' s causal status. WWhen an object was missing its funda-
mental cause in the causal chain (Missing X), the mean likelihood of being
a target category member was lower than when an object was missing its
intermediate cause in the causal chain (Missing Y), which in turn was lower
than when an object was missing its terminal effect (Missing Z).

Subject analysis. A repeated-measures ANOVA with missing problem
type and background knowledge conditions as the within-subject variables
was carried out on each subject’ s average response on each problem typein
each background knowledge condition. There was a reliable interaction ef-
fect, F(2, 28) = 12.29, MS, = 146.03, p < .001. There was no main effect
of background knowledge, but there was a reliable main effect of missing
problem type, F(2,28) = 11.57, MS, = 252.37, p < .001, because the effect
of missing problem type was strong in the causal background knowledge
condition.

Planned comparisons were carried out to examine whether each adjacent
step in the causal chain led to areliable increase in the likelihood judgments.
In the causal background knowledge condition, ratings on Missing-X prob-
lems were significantly lower than those on Missing-Y, t(14) = —2.16, p <
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FIG. 1. Mean membership likelihood judgments of Experiment 1.

.05. Also, inthe causal background knowledge condition, ratings on Missing-
Y problems were significantly lower than those on Missing-Z, t(14) =
—5.53, p < .001. However, in the no-background knowledge condition, no
pairwise comparisons showed reliable differences.

Domain effect. Was the causal status effect more pronounced in a particu-
lar domain (i.e., item)? Table 2 shows the mean ratings broken down by
each domain. As can be seen from this table, al four domains showed the
causal status effect in the causal background knowledge condition. A 2
(background knowledge) X3 (missing problem type) X4 (domain) ANOVA

TABLE 2
Mean Percentage Ratings from Experiment 1

Background knowledge condition No-background knowledge condition

Category Missing-X  Missing-Y Missing-Z Missing-X Missing-Y Missing-Z

Animal 274 359 62.0 29.3 35.8 47.0
Car 28.3 41.2 714 433 52.3 64.3
Disease 26.7 49.2 66.5 48.3 51.7 52.2
Tribe 25.8 37.5 433 471 47.1 32.8

Note. Mean percentage ratings are broken down by stimulus category. Each item is missing
feature X, Y, or Z, with the background knowledge that X causes Y, which causes Z (back-
ground knowledge condition) and without background knowledge (no-background knowledge
condition).
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was carried out with the missing problem type as a within-subject variable
and the rest as between-subject variables.! The only statistically significant
results were the main effect of missing problem type, F(2, 104) = 16.30,
MS, = 368.69, p < .001, and the interaction effect between background
knowledge and missing problem type, F(2, 104) = 7.19, MS, = 368.69, p <
.001. Most importantly, the three-way interaction effect was not significant,
F(6,104) = 0.23, MS, = 368.69, p > .90, indicating that the causa status
effect did not depend on the domain. No other effects were statistically reli-
able.

To summarize, Experiment 1 provides the first empirical demonstration
that the causal status effect isamatter of degree. That is, the most fundamen-
tal cause feature was judged to be more central than the intermediate cause
in the causal chain, which, in turn, was more central than the most marginal
effect feature. Thus, within a category, feature centrality forms a continuum
along a causal chain.

EXPERIMENT 2: CAUSAL STATUS EFFECT IN
GOODNESS-OF-EXEMPLAR JUDGMENTS

We propose that the causal status of featureswill also determine goodness-
of-exemplar judgments such that exemplars with more central features will
be judged to be better members of the category. As discussed earlier, Rosch
and Mervis (1975) found that category validity is a good measure of typi-
cality ratings. Experiment 2 attempts to show that causal status of features
also determines typicality ratings, independent of category validity.

Experiment 2 also controls for the category validity of features, which
was a necessary step to rule out one possible alternative interpretation for
Experiment 1: Participants might have assumed that the category validities
of features vary as afunction of causal status. Whereas category validities of
features can be an important determinant of feature centrality, high category
validities do not necessarily entail high causal status, as discussed earlier.
Note, however, that most cause features in basic-level categories seem to
also have high category validities. For example, birds' genetic codes are
causally central, but they are also present in all birds. This observation sug-
geststhat, dueto this correlation in real-life categories, participantsin Exper-
iment 1 (which did not explicitly specify category validities of features)
might have assumed that the cause features must have high category validi-
ties. Following thislogic, it could be argued that these inferred high category
validities of the cause features determined their conceptual centrality rather

1 As explained earlier, different subjects received different combinations of domain and
background knowledge, so that the interaction between the two experimental factors is con-
founded with within-subject variance. Ignoring within-subject variance alows, therefore, a
test of the interaction at the expense of statistical power.
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than causal status per se. Therefore, in Experiment 2 we also investigate
whether the causal status effect occurs even when category validities are
held constant.

In Experiment 2, participants observed 12 representative samples of the
target category before they made judgments on transfer items. The actua
category validities of three characteristic features of a target category were
held constant. After observing 12 samples, participants were asked to judge
frequencies of each feature. No difference in frequencies of three features
would ensure that the causal status effect is not due to misperceived category
validities of features. Afterward, they made typicality ratings of items miss-
ing the deepest cause, the intermediate cause, or the terminal effect.

Methods

Participants. Twenty-seven undergraduate students at Yale University participated in this
study either in partia fulfillment of requirements of an introductory psychology course or for
payment of $7.00 for participating in this experiment and other unrelated experiments.

Materials and procedure. The materials and procedure of Experiment 2 were identical to
those of Experiment 1, except that in Experiment 2, (1) participants observed 12 samples of
each target category and made frequency judgments for each of the features and (2) they
judged the goodness of membership of the transfer items.

For each category, participants observed 12 samples. They were told that they would first
see descriptions of 12 examples of a target category they were about to learn. They were
further told that ‘‘these are representative samples of [the target category to be learned].”
The 12 samples consisted of 6 exemplars with all three characteristics of the target category,
2 exemplars of Missing-X, 2 exemplars of Missing-Y, and 2 exemplars of Missing-Z. There-
fore, the category validity of each of thethree featureswas .83. The correlations among features
were also held constant. The 12 samples were presented in a randomized order, one at atime.
Participants read each description at their own pace.

After observing 12 samples, participants judged frequencies of the three characteristic fea-
tures. They were asked, ‘‘How often did the following characteristic appear in the samples
you saw?’ and were presented with the target feature. Participants answered the question by
entering a number on a keyboard.

In the control condition, this observation/frequency judgment phase was inserted before
participants were presented with transfer items, and in the causal background knowledge condi-
tion, it was inserted before they learned causal relations in the causal background knowledge.
The reason for this procedure, in the causal background knowledge condition, was that previ-
ous studies (e.g., Sloman et a., 1998) found that background knowledge itself can affect how
feature frequencies are perceived. Because the goal of Experiment 2 is to equate perceived
category validities of features, the observation phase was inserted before learning causal rela-
tions.

It should be also noted that in learning category validities of features, participants directly
experienced exemplars of each category rather than were presented with summary statistics.
This procedure was adopted because previous studies suggested that the impact of base-rate
information increases when participants directly experience it on a trial-by-trial basis (e.g.,
Koehler, 1996; Medin & Edelson, 1988). Hence, participantsin Experiment 2 should be more,
not less, likely to use the frequency information than if they had been given summary statistics.
This provides a stronger test of causal status as pitted against use of category validities.

The second difference from Experiment 1 was the type of judgment to be made concerning
each transfer item. Instead of judging membership likelihood, participants in Experiment 2
judged goodness of membership (e.g., ‘“How good an example of a Romanian Rogo would
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TABLE 3
Mean Frequency Judgments of the Three Characteristic Features
in Each Condition in Experiment 2

Type of features

Conditions X Y Z

Causal background knowledge condition 9.22 (1.08) 9.31 (1.04) 9.19 (1.14)
Control condition 9.39 (1.20) 8.87 (1.57) 8.78 (1.52)

Note. Standard deviations are in parentheses.

you consider thiscar? ). Participants answered each question on a 9-point scale, where 1 was
‘‘not good at all’” and 9 was ‘‘very good.”’

Results and Discussion

Mean frequency judgments are provided in Table 3. A 2 X 3 repeated-
measures ANOV A showed that there was no reliable main effect of back-
ground knowledge conditions, no reliable main effect of feature type, and
no reliable interaction effect between the two factors; al p’'s > .10. Although
participants mean frequency judgments were not accurate (meansin al six
conditions differed statistically from actual frequency of 10; al p’'s < .01),
the critical result is that there was no systematic difference in perceived fre-
quencies with respect to the background knowledge condition or the type of
features. For instance, the results indicate that participants were aware that
feature X (9.22) was as frequent as feature Y (9.31) and feature Z (9.19) in
the causal background knowledge condition (all p's > .50).

Even though participants knew that the category validities of the character-
istic features were equated, the causal status effect was replicated. The mean
goodness of membership ratings are summarized in Fig. 2 with the error bars
indicating standard error. The results from the control condition indicate that
three features within each category are equally central when they are not
causally related. However, when the same features were causally related in
the causal background knowledge condition, the goodness judgments varied
as a function of the missing feature’'s causal status. When an object was
missing its fundamental cause in the causal chain (Missing X), the mean
likelihood of being a target category member (M = 3.80) was lower than
when an object was missing its intermediate cause in the causal chain (Miss-
ing Y, M = 4.48), which in turn was lower than when an object was missing
its terminal effect (Missing Z, M = 5.74).

Subject analysis. A repeated-measures ANOVA with missing problem
type and background knowledge conditions as the within-subject variables
was carried out on each subject’ s average response on each problem typein
each background knowledge condition. There was a reliable interaction ef-
fect, F(2,52) = 6.34, MS, = 1.61, p < .01. There was areliable main effect
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FIG. 2. Mean goodness of membership judgments in Experiment 2.

of background knowledge, F(1, 26) = 27.06, MS, = 0.64, p < .001, because
the causal background knowledge condition overall led to lower goodness
ratings (M = 4.67) than the control condition (M = 5.33). There was a reli-
able main effect of missing problem type, F(2, 52) = 12.93, MS, = 1.27,
p < .001, because Missing-X (M = 4.52) led to lower goodness judgments
than Missing-Y (M = 4.88), which in turn led to lower goodness judgments
than Missing-Z (M = 5.6). Both reliable main effects should be interpreted
in light of the interaction effect because they occurred mainly because of
lower ratings of Missing-X items and Missing-Z items in the causal back-
ground knowledge condition.

Planned comparisons were carried out to examine whether each adjacent
step in the causal chain led to areliable increase in goodness-of-membership
judgments. In the causal background knowledge condition, ratings on Miss-
ing-X problems were significantly lower than those on Missing-Y, t(26) =
—2.25, p < .05. Also, in the causal background knowledge condition, ratings
on Missing-Y problems were significantly lower than those on Missing-Z,
t(26) = —3.74, p < .001. However, in the no-background knowledge condi-
tion, the same pairwise comparisons showed no reliable differences.

Domain effect. It was examined whether the causal status effect was more
pronounced in a particular domain. Table 4 shows the mean ratings broken
down by each domain. A 2 (background knowledge) X3 (missing problem
type) X4 (domain) ANOVA was carried out with missing problem type as
a within-subject variable and the rest as between-subject variables. Again,
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TABLE 4
Mean Goodness-of-Exemplar Ratings from Experiment 2 for Each Category

Background knowledge condition No-background knowledge condition

Category  Missing-X  Missing-Y Missing-Z Missing-X  Missing-Y  Missing-Z

Animal 354 3.92 554 5.80 5.27 6.07
Car 3.64 4.00 5.79 4.50 4.93 5.64
Disease 421 5.43 6.40 5.00 6.23 5.62
Tribe 4.36 4.71 514 5.43 4.71 4.57

Note. Mean ratings are broken down by stimulus category. Each item is missing feature X,
Y, or Z, with the background knowledge that X causesY, which causes Z (background know!-
edge condition) and without background knowledge (no-background knowledge condition).

there was a causal status effect as shown by the significant interaction effect
between missing problem type and background knowledge, F(2, 198) =
8.89, MS, = 2.30, p < .001. Most importantly, this causal status effect was
not dependent on the domain as shown by no significant three-way interac-
tion effect, p > .90. In addition, there was a significant main effect of back-
ground knowledge, F(1, 99) = 5.10, MS, = 6.67, p < .05, asignificant main
effect of missing problem type, F(2, 198) = 13.35, MS, = 2.30, p < .001,
and a significant interaction effect between the domain and missing problem
type, F(6, 198) = 7.30, MS, = 2.30, p = 0.01. Other effects did not reach
statistical significance.

To summarize, the deeper the cause an item was missing, the worse an
exemplar it was judged to be. Thus, the results showed that the causal status
of features determined the goodness of exemplars even when perceived base
rates of features were held constant.

EXPERIMENT 3: FREE-SORTING

In the two experiments reported so far, the causal status effect was ob-
tained after participants learned preestablished categories. Will it also occur
when participants are free to sort objects without any criterion about what
the categories should look like? The task used in Experiment 3 is a standard
match-to-sample task that has been frequently used in studies on categoriza-
tion and similarity (e.g., Tversky, 1977; Medin, Goldstone, & Gentner,
1993). Consider the triad in Fig. 3 under the Causal Condition. In this triad,
Jane (Target) is depressed because she has low self-esteem, Susan is de-
pressed because she has been drinking, and Barbara is defensive because
she has low self-esteem. Note that compared to the Target, one case (Susan)
has a matching effect but a differing cause (Matching-Effect) and the other
case (Barbara) has amatching cause but a differing effect (Matching-Cause).
Participants in Experiment 3 were asked which item should be categorized
with the Target. If the causal status effect occurs, matching on a cause feature
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Causal Condition

Target
Jane is depressed.
Jane has low self-esteem, which is the reason
why she is depressed.

A B
Barbara is defensive. Susan is depressed.
Barbara has low self-esteem, which is the reason Susan has been drinking, which is the reason
why she is defensive. why she is depressed.
Non-Causal Condition
Target

Jane is depressed.
Jane has low self-esteem, which is NOT the
reason why she is depressed.

A B
Barbara is defensive. Susan is depressed.
Barbara has low self-esteem, which is NOT the Susan has been drinking, which is NOT the
reason why she is defensive. reason why she is depressed.

FIG. 3. Sample stimulus materials used in Experiment 3 for the Causal and the Noncausal
conditions. In the Causal condtion for this sample, Option A is the Matching-Cause item and
Option B is the Matching-Effect item.

will be considered more important than matching on an effect feature and
consequently, participants will prefer the Matching-Cause case over the
Matching-Effect case.

Even if the above results are obtained, however, several alternative expla-
nations are possible, and therefore, two control measures were taken in Ex-
periment 3. First, the above results might occur because the features we used
as the cause features might happen to be more salient than the features we
used as the effect features. Suppose the items in a triad are schematically
described as Target (P - Q), Option A (P - R), and Option B (S - Q),
where each letter in parentheses stands for a feature of each item, and an
arrow indicates the causal direction of the relationship between two features.
The argument here would be that people might sort Option A with the target
because P is more salient than Q, not because P is more causal than Q. To
eliminate this possibility, a control condition was employed in which all
features and tasks were identical to those used in the experimental condition,
except that the causal relations among features were explicitly denied (see
the Noncausal condition in Fig. 3 for an example). If the salience or the
content of the matching feature is the only reason for selecting the matching-
cause option over the matching-effect option, then the same pattern of the
results should be obtained even when the causal relations are explicitly de-
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nied. The difference between this Noncausal condition and the Causal condi-
tion would indicate the amount of the causal status effect.

Second, the above predicted results could be obtained because of differ-
ences in the similarity of mismatching features. Going back to the above
schematic presentation of a triad, suppose Q and R (i.e., the mismatching
features between Target and Option A) are more similar than Pand S (i.e.,
the mismatching features between Target and Option B) are. If so, the Target
would look more similar overall to Option A than to Option B, not because
of the causal status effect, but because of differences in the similarity be-
tween the mismatching features. To control for this possibility, a pretest was
conducted by asking an independent group of subjectsto judge the similarity
between Q and R and the similarity between P and S. Features for the main
experiment were selected in such a way that these two similarities were
equated.

Methods

Participants. Forty-eight undergraduate students at Y ale University participated in this ex-
periment in partial fulfillment of introductory psychology course requirements.

Materials and design. Six sets of problems were developed. Each problem consisted of a
triad of cases with one target and two options, A and B. Each case in a triad was described
in terms of two features. The target and Option A shared one feature and the target and Option
B shared another feature. For instance, one target case was ‘‘Ann lost 7 pounds last month.
Ann has food alergies.”” Option A for this triad was ** Cathy lost 7 pounds last month. Cathy
had her wisdom teeth pulled.”” Option B for this triad was ‘‘Kim has rashes. Kim has food
alergies”” Table 5 lists all six sets of features used in Experiment 3.

As explained in the introduction of this experiment, it isimportant to ensure that any effect
was not due to similarity of the nonmatching features. Thus, the features shown in Table 5
were selected through a pretest. Fourteen participants were presented with the 12 pairs of
nonmatching features and asked to rate each pair for how similar the two features were to
each other (on ascale of 1-7, where 1 = very dissimilar and 7 = very similar). For instance,
they rated similarity between having food allergies and having a wisdom tooth pulled out (i.e.,
mismatching features between Ann and Cathy in the above example) and similarity between
losing 7 pounds and having rashes (i.e., mismatching features between Ann and Kim). Six
paired t tests were run to compare the two sets of ratings for each item, and revealed no
significant, or even marginally significant, differences between them (al p's > .1).

For each triad, two types of problemswere developed, Causal and Noncausal. The problems
in the Causal condition explicitly stated that the one feature is the reason for another feature
within each of the three cases in each set. The top half of Fig. 3 shows an example triad in
the Causal condition. The problemsin the Noncausal condition explicitly stated that one feature
is not the reason for another feature in all three cases, as shown in the bottom half of Fig. 3.
Since the problems in the Causal and the Noncausal conditions contained identical features
and the only difference between the two conditions was whether the features were causally
related, any differences between the Causal condition and the Noncausal control condition
should be attributable to the effect of causa status.

In addition, two orders of presentation for each type of problem (Causal or Noncausal) were
developed. In one version, the first feature within each of the three cases shown in Table 5
was stated first (e.g., “*Ann lost 7 pounds last month. Ann has food allergies, which is [not]
the reason why she lost 7 pounds last month’” where ‘‘not’’ in brackets appeared only in the
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Noncausal condition). In the other version, the second featurein Table 5 was stated first (e.g.,
““*Ann has food alergies. Ann lost 7 pounds last month, which is [not] the result of her having
food alergies’ where ‘‘not’’ in brackets appeared only in the Noncausal condition).

Each problem was printed on a single page and began with the question, ‘* Which one would
you categorize with the target, A or B?’ Below this question, the Target was presented in
the center. Below the Target, Options A and B were placed side by side (see Fig. 3 for a
sample layout). In half of the sets, the option sharing the first feature (or the cause feature in
the Causal condition) was presented on the left as Option A and in the other half, it was
presented on the right as Option B.

For each participant, a booklet containing six problems, three from the Causal condition
and three from the Noncausal condition, was prepared. One set of booklets had Triads 1, 3,
and 5 in Table 5 for the problems in the Noncausal condition and Triads 2, 4, and 6 for the
problems in the Causal condition. The other set of booklets had Triads 1, 3, and 5 for the
Causal condition and Triads 2, 4, and 6 for the Noncausal condition. Thisway, al participants
were presented with both the Causal and the Noncausal problems, but the same participant
never saw the same stimuli in both Causal and Noncausal conditions. Following a 2 (which
problems are presented as causal) X 2 (Matching-Cause option on Left or Right) X 2 (feature
1 or 2 presented first) latin-squares design, eight sets of booklets were prepared. Each subject
received one of the eight sets of booklets.

Procedure. Participants received a booklet containing instructions and six problems, each
of which was arranged in the manner explained above. They were asked to answer the question
‘‘which one would you categorize with the target, A or B?" by circling either Option A or
B. The order of the six problems was completely randomized for each participant.

Results and Discussion

In the Noncausal condition, participants responses were essentially split
in half across the two options in that the option sharing the first feature with
the target was preferred 54.2% of the time over the other option. However,
in the Causal condition, the preference for this option was increased to
73.6%. Thisincrease is remarkable in that the options were almost identical
across the two conditions, the only difference being whether the common
feature between the option and the target was serving as a cause feature.
Hence, this near 20% increase in preference strongly supports the claim that
merely changing the causal status of the features can change the centrality
of the features and hence the categorization of the animal or person to whom
the features belong.

For the statistical analyses, two scores were cal cul ated for each participant:
the number of times the matching cause was chosen in the Causal condition,
and the number of times the corresponding matching ‘*Noncause'’ was cho-
sen in the Noncausal condition. Since there were three problems for each
condition, each of the four scores could range between 0 and 3. A paired t-
test showed that scores from the Matching-Cause chosen in the Causal condi-
tion (M = 2.21, D = 0.82) were significantly higher than scores from the
matching noncause chosen in the Noncausal condition (M = 1.63, SD =
.98), t(47) = 3.23, p = .002. An item analysis revealed that the results were
in the samedirectionin all six sets. Moreover, when only the first response of
each participant was analyzed, the results remained consistent (in the Causal
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condition, 82.1% of responses were Matching-Cause compared with 55.0%
in the Noncausal condition).

To summarize, Experiment 3 tested whether the causal status hypothesis
would occur when the task was to free-sort exemplars into categories that
were not prespecified. The results demonstrate that people prefer to catego-
rize based on causes rather than effects.

The task posed in this experiment (i.e., whether to categorize based on
matching cause or matching effect) mimics real-life situations in which peo-
ple are faced with the task of constructing new categories when causal rela
tions among features are discovered. For instance, at the current stage of
scientific knowledge, the causes of many disorders (e.g., infant depression;
Guedeney, 1997) are controversial. Hence, at this point, such disorders are
diagnosed based on the manifestation of symptoms (e.g., psychomotor retar-
dation). One might argue that this might be an example of a case where
classification is based on effect features. However, in this case, the causal
status hypothesis does not apply because the cause features are unknown.
For the sake of argument, suppose scientists have recently specified the exact
mechanisms underlying infant depression and found that there are two differ-
ent, specific causesfor infant depression. Would doctors still classify patients
based on symptoms or would they now classify patients based on causes?
By providing two potential causes for the same effect and aso two effects
for the same cause in a single triad, Experiment 3 examines how laypeople
facing this more well-defined task classify objects.

The results show that once causal relations are clearly specified, people
classify based on causes. For instance, consider Fig. 3, in which Option A
and the Target case both describe people who are depressed. In the Noncausal
condition, 54% of the participants categorized Option B with the Target.
In the Causal condition, however, participants were told that the cause of
depression differed between Option B and the Target. Once it was made
explicit that the cause of depression differed from the Target, their preference
for Option B dropped by 17%. A full 71% of the participants in the Causal
condition preferred Option A, the Matching-Cause item, despite the fact that
this item has a different symptom (defensiveness). This type of categoriza-
tion based on causes is consistent with that utilized by the DSM-IV (1994),
which distinguishes a major depressive episode from symptoms ‘‘due to
the direct physiological effects of a substance (e.g., a drug of abuse, a med-
ication) or a general medical condition (e.g., hypothyroidism; p. 327).”
The results from Experiment 3 suggest that once the differences in causes
are revealed, laypeople also prefer to categorize objects based on these
causes.

EXPERIMENT 4: SIMILARITY JUDGMENTS

So far, we have been concerned primarily with how causal status affects
feature weighting in categorization. To what extent, however, does this
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causal status effect hold for other types of judgments besides categorization?
One type of judgment that may be particularly informative is similarity. Ac-
cording to some similarity-based theories of categorization (e.g., Hampton,
1998; Posner & Keele, 1968; Rosch, 1978), the causal status of a feature
should have an equivalent effect in both categorization and similarity judg-
ments because these models assume that categorization is based on similar-
ity. Preliminary studies by Ahn and Dennis (1997) show that the causal status
effect also occurs in similarity judgments. They used the match-to-sample
task in Experiment 3 and found that participants judged that objects sharing
a common cause were more similar to each other than objects sharing a
common effect.

Even if the causal status effect occurs in similarity judgments, however,
there are reasons to expect that it might not be as robust in similarity judg-
ments as in categorization. In Ripps (1989) study, for example, a fictitious
bird called a ‘‘sorp’’ ate chemically contaminated vegetables and changed
its appearance to that of an insect. After this accidental change, participants
were still more likely to categorize the object as a bird than to judge that
the object was similar to abird. Conversely, if a sorp went through an essen-
tial change as a result of maturation, categorization judgments were more
affected than similarity judgments. This dissociation between categorization
and similarity judgments may be explainable if the causal status of afeature
does not play asimportant arole in similarity judgment asin categorization.?
Within our causal status hypothesis framework, the *‘essence’’ of an object
may be viewed as a hidden causal feature in the above studies (Medin &
Ortony, 1989). Thus, Ripps study suggests that changes in causal features
(i.e., essence) matter more in categorization judgments than in similarity
judgments. Furthermore, as discussed in the introduction, we would expect
psychological essentialism, which serves as a basis for the causal status ef-
fect, to operate in categorization and not in similarity judgments.

Experiment 4 directly tests the hypothesis that the dissociation between
categorization and similarity judgments can occur due to the differential im-
portance of causal status in the two tasks. Participants were shown sets of
three objects (a target object and two options) as in Experiment 3. Partici-
pants were asked either to categorize one option with the target or to decide
which option was more similar to the target. One way of showing that the
causal status effect is weaker in similarity judgments than in categorization
judgments is to impose a counteracting force against causal status and to
examine which task still shows the causal status effect despite the counter-
acting force. To implement this manipulation, new object descriptions were
constructed with causal structures such that the matching-cause options
would have fewer shared features with the target than the matching-effect

2 We do not wish to suggest that causal statusisthe only factor leading to similarity-categori-
zation dissociations. Rips (1989), for example, aso found this dissociation by manipulating
the variability of categories.
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option. More specifically, the target object had three features, one causing
two surface features (A — B and C). In the matching-effect option, both
effect features were shared with the target (F — B and C), and in the match-
ing-cause option, only the single causal feature was shared with the target
(A - D and E). Table 6 shows the materials used in this study.

If the causal status effect is stronger in categorization than in similarity
judgments, the option that shares the smaller number of features with the
target but shares a cause feature with the target (A — D and E) should be
morelikely to be selected in categorization judgments than in similarity judg-
ments. That is, when this counteracting force (i.e., asmaller number of shared
features) isimposed against causal status, the causal status effect is expected
to be weakened in similarity judgments as compared to categorization judg-
ments.

Methods

Participants. Fifty-two undergraduate students at Y ale University participated in this experi-
ment in partia fulfillment of requirements for an introductory to psychology course.

Materialsand procedure. Six sets of materialswere devel oped. Two setswere natural kinds,
two were artifacts, and two were artworks. In each set, there were three objects. a target and
two options. The target had three features, and one of the features (feature A) caused the other
two features (features B and C). The target is schematically represented as A — B and C in
Table 6. One of the options shared the cause feature with the target (Option A — D and E)
and the other option shared the two effect features with the target (Option F— B and C).
Table 6 shows the actua items used for each domain.

As in Experiment 3, each set of materials was presented on a separate page. At the top of
each page was either a similarity or a categorization question. The similarity question read
““Which one is more similar to the Target, A or B?’ and the categorization question read
“*Which one should be categorized with the Target, A or B? " After the similarity or categoriza-
tion question, the objects were laid out in a triad, such that the target was placed at the top
and the two options, labeled as A or B, were placed side by side at the bottom. The location
of the two options, right or left, was counterbalanced across participants.

All participants received all six sets of materialsin arandomized order. Twenty-five partici-
pants were asked the categorization question for all six sets, 27 were asked the similarity
question for al six sets. Participants responded by circling either A or B in the booklet.

Results and Discussion

Overall, the expected dissociation between categorization and similarity
was obtained. When asked to judge similarity to the target (A — B and C),
participants chose the matching-effects option (Option F — B and C, 64.2%
of the time) over the matching-cause option (Option A - D and E, 35.8%
of thetime). That is, for similarity judgments, there was atendency to prefer
the option that shared two surface features with the target, and the causal
status effect disappeared. In contrast, when asked to categorize the objects,
participants preferred the option that shared a deeper feature despite the fact
that this option shared fewer features with the target. Given the categoriza-
tion task, participants chose the matching-cause option (Option A - D and
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E, 59.3% of the time) over the matching-effects option (Option F - B and
C, 40.7% of the time).2

Independent t-tests were performed by coding the choice of Option A —
D and E (matching-cause option) as 1, and the choice of Option FaB&C
(matching-effects option) as 0. These scores were then summed for each
participant to create a total score indicating preference for the matching-
cause option across all items. Because each participant made categorization
or similarity judgments for all six items, the score can range from 0 to 6.
Indeed, preference for the matching-cause option in similarity judgment
(M = 2.15, D = 1.66) was significantly lower than in categorization judg-
ment (M = 3.56, SD = 1.66), t(50) = 3.07, p < .0L.

Table 7 shows the percentage of choices between the two options, col-
lapsed across al items, along with the percentage of choices for each of the
six items, classified by domain. As can be seen in thistable, the basic pattern
of an increased preference for deep features in categorization was obtained
in al six items.

The results from this experiment show that causal status is not of equal
importance in the two types of judgments. Specifically, the effect of causal
status is less strong in similarity judgment than in categorization. The two
effect features shared between a pair of objects led people to judge those
objects as more similar than the pair of objects with a single shared cause
feature. Such a bias toward a greater number of shared features was much
weaker in categorization because people have stronger preference to perform
this task based on the causal status of the shared features than when judging
similarity among objects.

The current results also have important implications for the usefulness of
similarity-based models. Like previous demonstrations of the dissociation
between similarity and categorization (e.g., Keil, 1989; Rips, 1989), the cur-
rent results pose problems for a strong version of similarity-based models,
which argue that categorization is based on perceived similarity among ob-
jects. This nonmonotonicity between similarity and categorization has often
been attributed to differential weighting of features in the two tasks. How-
ever, previous demonstrations of this dissociation have also been criticized
by supporters of the similarity-based view as mainly relying on asingle para-
digm, namely the transformation paradigm, in which a creature has metamor-
phosed from one form to another form (Hampton, 1998). These critics have
further argued that such transformations are not common in natural catego-
ries, especially in nonbiological kinds. Experiment 4 bypassed this problem
by using a different paradigm, in which the causal status of matching and

3 One might wonder why the causal status effect in the categorization task appears somewhat
wesaker in this experiment compared to the previous experiments. Recall that in Experiment
4, the number of matching features counteracts the causal status effect in that the matching
cause item has a smaller number of matching features than the matching effect item does.
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mismatching features was manipulated. Thus, it provides what may be the
most direct evidence to date for differential feature weighting in similarity
versus categorization judgments.

In addition, it should be also pointed out that the stimulus materialsinvolv-
ing artworks and the artist’s intention behind them were selected to relate
to the literature on intention in naming (Bloom & Markson, 1998; Gelman &
Ebeling, 1998). Bloom and Markson (1998) showed that when two intended
referents had identical shapes, children preferred to name the pictures ac-
cording to the intended representation. Gelman and Ebeling (1998) showed
that when the same picture was produced either intentionally or accidentally,
intentional representation led to higher rates of naming responses than did
accidental representation. It remains an open question asto whether the pref-
erence for intention is due to its causal status or whether the causal statusis
due to the intention. We speculate that the preference for intention in naming
representational objects may be a special case of the causal status effect
because the causal status effect has also been found in non-representational
objects as well as objects involving no intentionality. Future research can
empirically determine this issue by directly pitting causal status against in-
tention.

EXPERIMENT 5: WHEN INFORMATION
ABOUT CAUSES IS UNAVAILABLE

So far, we have measured the centrality of features either by explicitly
omitting them (Experiments 1 and 2) or by replacing them with different
features (Experiments 3 and 4). Quite often, however, features can be *‘ miss-
ing’”’ simply because they are unobservable or information about their pres-
ence or absence is otherwise unavailable. For instance, most of the time we
can only observe the perceptual appearance and movement of an animal.
Y et, people seem quite confident in categorizing animals without knowing
their genetic code. Is this a counterexample to the causal status hypothesis?

We propose that it is not in that unavailable information about features
can beinferred through background knowledge about interproperty relations.
This process is similar to the classic phenomenon on the effects of schema
or scripts in which people made inferences about the presence of missing
features by using their existing schema (e.g., Bower, Black, & Turner, 1979;
Brewer & Treyens, 1981). For instance, after reading a story involving a
restaurant scene, people falsely reported that the passage contained a sen-
tence about the protagonist paying for the meal when in fact such a sentence
was not present. Our proposal is aso similar to the notion that analogical
inference works by carrying over a missing structure from one domain to
another given a partia correspondence (e.g., Clement & Gentner, 1991;
Markman, 1997).

If unavailable features are inferred from available information, we would
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expect the causal status effect to seem to disappear. People, having inferred
the presence of the missing feature, will treat missing-cause and missing-
effect cases as though all features are present. In abstract notation, suppose
“*?" indicates unavailableinformationand ** -’ indicatesacausal direction.
If people generally believe X - Y, then ? - Y (missing-cause) and X —
? (missing-effect) would be both inferred as X - Y. Consequently, there
would be no difference in categorization judgments between missing-cause
and missing-effect cases. Going back to our previous example, we can con-
fidently categorize animalsjust by looking at their perceptual appearance and
movement because people infer the missing feature (e.g., *‘flamingo genes'*)
based on their causal background knowledge. If this is the case, then our
confident category decision does not stem from surface features alone, but
rather from surface features plus the inferred causal features. Thus, we argue
that such cases do not necessarily contradict the causal status hypothesis.
By providing evidence that hidden features are inferred through one's back-
ground knowledge, Experiment 5 attempts to show that peopl€e’ s confidence
in making categorization judgments based on surface feature information is
not necessarily a counterexample of the causal status effect.

Experiment 5 uses a task similar to that used in Experiments 1 and 2
(judging membership likelihood of objects missing a feature) and manipu-
lates the way in which the feature is missing: it is either explicitly missing
or unavailable. The Explicit condition is similar to Experiments 1 and 2 in
that the missing feature is explicitly said to be absent. (In abstract notation,
amissing cause item isno-X - Y and a missing effect itemis X — no-Y
in the Explicit condition.) This situation is similar to a case in which we
explicitly confirm by autopsy that a patient does not have any defect in her
amygdala. Asin Experiment 1, the causal status effect is expected such that
no-X - Y would be less likely to be a member of the target category than
X = no-Y. In the Unavailable condition, participants are told that we do
not have any available information about the presence of the target feature
(i,e, ? > Y and X - ?). This situation would be like a case in which we
do not yet know through autopsy whether a patient has any defect in her
amygdala. In general, we hypothesize that ? - Y and X — ? will be both
inferred as X — Y and thus there will be no causal status effect. Because
the causal status effect will occur only in the Explicit condition, we predict
an interaction effect between the causal status of the missing feature (Cause
or Effect) and the way information is missing (Explicit or Unavailable). Spe-
cifically, higher ratings on the missing-cause itemsin the Unavailable condi-
tion (? - Y) than in the Explicit condition (no-X - Y) would provide more
direct evidence that people actually inferred the underlying cause in the Un-
available condition. In addition, we predict a main effect of the way in which
information is missing such that the Unavailable condition will lead to over-
all higher likelihood judgments than the Explicit condition. If people infer
missing features in the Unavailable condition (i.e., resulting in X - Y in
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both missing-cause and missing-effect items), they will be perceived as hav-
ing more of the target features than the objects in the Explicit condition,
where no features could be inferred. This inference will lead to a better per-
ceived match between the target object and the learned category.

Method

Participants. Sixteen undergraduate students at Yale University participated in this study
either in partial fulfillment of requirements of an introductory psychology course or for pay-
ment of $7.00 for participating in this experiment and other unrelated experiments.

Design and materials. Two variables were manipulated. The first variable was the Causal
Status of the missing feature. Unlike in Experiments 1 and 2, only the first cause (Missing-
cause) and the last effect (Missing-Effect) in the three-feature causal chain were manipulated.
The second variable was the Missing Information condition, which refers to the manner in
which information about missing symptoms was given. In half of the problems (the Unavail-
able condition), participants were told that ‘‘we do not have any information about whether’’
the new object has the target feature. In the other half of the problems (the Explicit condition),
they were told that the new case ‘‘does not have'’ the target feature. Both factors were varied
within participants to form four types of problems. Within each problem type, two problems
were developed, one using novel diseases consisting of three symptoms and the other using
novel artifact objects consisting of three components. Eight problemswere devel oped by cross-
ing the two levels of Causal Status of features, the two levels of Missing Information, and
two levels of content materials.

In each problem, three characteristic features of a novel category were described (e.g., ‘‘If
a person has symptoms K, T, and M, the person has Disease Ziso 75% of the time’’; *‘If an
object has componentsM, Q, and Y, the object isajigraw 75% of thetime’”). Then participants
learned how the three features were causally related (e.g., ‘‘the scientists have found that
symptom K causes symptom T, and symptom T causes symptom M’’; *‘ The component M
determines the operation of the component Q, and the component Q determines the operation
of the component Y*"). The three features always formed a single causal chain asin the above
example.* Then a question asking the membership likelihood of a novel case missing one of
the three features was presented (e.g., ** Suppose Kim has symptoms T and M, but we do not
have any information about whether she has symptom K or not. How likely is it that Kim
has Ziso?’ for the Unavailable condition).

Procedure. All participants received al eight problems in a completely randomized order.
The experiment was programmed using MacProbe (Hunt, 1994) and was presented on Power
PC Macintosh computers.

Results and Discussion

As predicted, the causal status effect occurred only when the missing value
was explicitly missing in the transfer items. In the Explicit condition, the
difference between the Missing-Cause and the Missing-Effect problems was
15.3%, whereas in the Unavailable condition, this difference was only 1.3%
(see Fig. 4 for the overall means of the four conditions). This same pattern
of results was obtained for both the medical domain problems (the difference
being 23.0% in the Explicit condition and 2.6% in the Unavailable condition)

4 Because the three features used in Experiment 5 were blank properties (e.g. symptom T),
acontrol condition with no causal relations was not utilized in Experiment 5, asit was assumed
that a priori centrality of the features would be approximately equal.
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FIG. 4. Results of Experiment 5: The differential effect of causal status of features as a
function of the type of missing features.

and the artifact problems (the difference being 11.5% in the Explicit condi-
tion and 2.0% in the Unavailable condition).

An ANOVA with Causal Status and Type of Missing Information (Ex-
plicit or Unavailable) as within-subject variables indicated that this interac-
tion effect was significant, F(1, 15) = 7.60, MS, = 104.09, p < .05. Planned
comparisons indicated that in the Explicit condition, the ratings on the Miss-
ing-Cause items (M = 28.3, SD = 17.8) were significantly lower than the
ratings on the Missing-Effect items (M = 43.7, SD = 24.8), t(15) = —2.55,
p < .05, whereas in the Unavailable condition, there was no causa status
effect, p = .8. Themain effect of Causal Statuswas not statistically reliable,
F(1, 15) = 2.83, MS, = 393.9, p = . 11, because the causal status effect
occurred only in the Explicit condition. Finally, the hypothesis that the Un-
available condition would lead to overall higher likelihood judgments than
the Explicit condition was supported. The mean rating in the Unavailable
condition (55.4%) was reliably higher than the mean rating in the Explicit
condition (35.9%), F(1, 15) = 16.64, MS, = 360.99, p < .001. This result
suggests that people indeed inferred missing features in the Unavailable
condition. Planned t tests for dependent samples indicate that for both the
Missing-Cause and the Missing-Effect items, the Unavailable condition was
higher than the Explicit condition; t(15) = 4.48, p < .001, and t(15) = 2.55,
p < .05, respectively.
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Initialy, we started out with an observation that seemingly contradicts the
causal status hypothesis. That is, people seem to be confidently categorizing
objects based only on surface features when the underlying cause is unavail-
able to them. However, we argued that this occurs because people inferred
the presence of a causally related but hidden feature. If people in the above
situation were categorizing objects based only on surface features, then there
should not have been any difference between items with hidden cause (i.e.,
Missing-Cause item in the Unavailable condition) and items with explicitly
missing cause (i.e., Missing-Cause item in the Explicit condition). It is be-
cause not inferring any underlying cause should be the same as the ex-
plicit denial of the underlying cause. However, our results showed that the
Missing-Cause item led to much higher rating in the Unavailable condition
than in the Explicit condition.

Another pattern of results from Experiment 5 is also consistent with our
hypothesis. When the presence of the symptom was explicitly denied (i.e.,
in the Explicit condition), missing a cause led to a lower membership likeli-
hood than missing an effect, replicating the causal status effect. However,
when the presence of a missing feature was not explicitly denied (i.e., in the
Unavailable condition), the causal status effect vanished, presumably be-
cause participants could make inferences about the presence of the features
causally connected with other features. Furthermore, as predicted, the overall
ratings in the Unavailable condition were higher than in the Explicit condi-
tion. These findings support our hypothesis that participants would treat
transfer items in the Unavailable condition essentialy as though neither
causes nor effects were missing. Thus, Experiment 5 demonstrates evidence
supporting the notion that people infer the presence of a causally related
but hidden feature. Therefore, categorization in the absence of an explicit
observation of ultimate causes is not a counterexample of the causal status
hypothesis.

The current experiment only dealt with the type of situation in which peo-
ple have specific causal knowledge. Sometimes, however, people might not
know actual essential propertiesand simply hold beliefsthat there are experts
who really know what essences are (Medin & Ortony, 1989). For instance,
people might categorize objects as trees based on surface features such as
““hasatrunk’ or ‘*has leaves’ aong with the belief that these objects also
have ‘‘tree essence.”” However, they cannot have any explicit causal knowl-
edge about the tree essence because there is in some sense no biological
essence for trees.® In this case, we speculate that the inference about a tree
essence (whatever that might be) came from the surface features. That is,
surface features serve as evidence for the essence placeholder even if its

® In fact, many trees are more closely related to other types of plants than they are to each
other. We thank Arthur Markman for this example.
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actual properties are unknown. Thus, we suggest that the underlying mecha
nism is the same as in the current experiment.

Finally, the current results also address an important methodol ogical detail
in measuring feature centrality. That is, unlessthe presence of atarget feature
is explicitly denied, we might not be measuring the centrality of that target
feature because that feature's presence could be inferred through interprop-
erty relations.

EXPERIMENT 6: EFFECT OF CONFLICTING CAUSAL
BACKGROUND KNOWLEDGE

The final experiment examines a moderating factor for the causal status
effect, namely plausibility of causal relations. In particular, this experiment
investigates how compatibility between existing and newly acquired causal
background knowledge affects the size of the causal status effect by way of
influencing plausibility of causal relations among features. If a new piece
of causal background knowledge conflicts with an aready existing piece of
causal background knowledge, it seems reasonable to expect that the causal
status of the features involved will cancel out due to this conflict. The most
extreme example of this type would occur when a person is told that feature
W causes feature X, but the person does not accept this statement because
it runs counter to his or her prior beliefs. In this case, there is no reason to
expect the causal status effect. The converse is also likely. A person might
be told that feature Y causes feature Z, a new piece of information which
supports, rather than conflicts with, this person’s previously formed belief
system. This person, whose prior causal background knowledge does not
conflict with new causal information, is more likely to exhibit the causal
status effect than a person who has less trust in the newly given causal infor-
mation. In Experiment 6, we attempt to investigate these two opposite situa-
tions by providing causal background knowledge that is generally consistent
or inconsistent with laypeopl€e’s existing background knowledge.

The preexisting background information that Experiment 6 relies upon is
a genera lay theory about how the abnormal symptoms of diseases are re-
lated to germs or genetic defects. Although there might be a few exceptional
diseases, acommon sense notion isthat in general, viral infections or genetic
mutations usually cause abnormal symptoms rather than the other way
around. The idea is that such a priori background information should deter-
mine the plausibility of new causal background information. Suppose a per-
son learns that Virus XB12 causes Symptom Y, a new piece of information
consistent with the person’s preexisting naive theory (Canonical condition).
Then, the two sources of consistent background knowledge together would
elevate or augment the causal status effect. In contrast, suppose that although
aperson believes that viral infections cause abnormal symptoms, the person
isinstead told that Symptom Y causes infection with Virus XB12 (Reverse
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condition). Such conflicting pieces of knowledge would lower the plausibil-
ity of the causal relationsin the new piece of knowledge, thereby weakening
the causal status effect.

Another way to view our predictions for Experiment 6 is based on, among
other theories, Wellman’'s (1990) argument about the distinction between
framework theories and specific theories. According to him, framework theo-
ries define the ontology of the domain and place limits on the kinds of infor-
mation and causal mechanisms that specific theories can incorporate. For
example, behaviorism is a framework theory, and the Rescorla—\Wagner
model is a specific theory (Rescorla & Wagner, 1972). Roughly drawing on
this distinction, it can be suggested that causal relations among features in
a specific category (e.g., Virus XB12 causes Symptom Y) are like specific
theories, and people’'s existing naive theories about the medical domain are
like framework theories. Just as framework theories constrain specific theo-
ries, we expect that people’'s general beliefs about disorders will affect the
plausibility of the specific causal information provided during the experi-
ment. As a result, we expect the causal status effect to be strengthened or
weakened depending on whether this plausibility is strengthened or weak-
ened, respectively.

Method

Participants. Forty-six undergraduate students at Y ale University participated in this experi-
ment in partia fulfillment of Introductory to Psychology course requirements.

Design and materials. Three novel diseases were used. (1) Disease Yorva was described
to have one viral infection (‘*‘Virus XB12'") and two symptoms (‘‘low insulin level’’ and
“*shortness of breath’). (2) Disease Surpawas described to have one genetic mutation (*‘ muta-
tionongene TCR apha-1"") and two symptoms (**swollen liver’” and ‘‘internal hemorrhage'’).
It was assumed that people have a priori framework theories involving viral infection and
genetic mutation. (This assumption wastested in a pretest that will be presented below.) Hence,
these two diseases served as problems where specific theories can be manipulated to be consis-
tent or inconsistent with respect to these framework theories. Details about the nature of these
manipulations are described below. (3) Disease Xeno was described to have three symptoms:
“blurred vision.”” **headache,’” and ‘‘insomnia.”’ These three symptoms were selected in such
away that people would not have any consensua framework theories involving these symp-
toms. (Again, this assumption was tested in a pretest presented below.) For instance, it seems
as reasonable to say that blurred vision might cause a headache as it is to say that a headache
can cause blurred vision. Hence, Disease Xeno served as a control condition where no frame-
work theories exist.

All of the characteristic features were described in a manner similar to that in Experiment
5. For instance, in Disease Yorva, participants were told, ‘‘ Scientists have found that if a
person is infected by Virus XB12, has a low insulin level, and has shortness of breath, the
person has Disease Yorva 75% of the time.”’

In each of the three diseases, there were two causal relation conditions depending on the
order in which the three features in each disease were laid out in asingle causa chain. In the
Canonical order condition, which was designed to conform to laypeople’ s framework theories,
the virus served as the cause for other symptoms of Yorva (e.g., ‘‘Virus XB12 causes a low
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insulin level, and a low insulin level causes shortness of breath’”), and the genetic mutation
served as the cause for other symptoms of Surpa (e.g., ‘‘A mutation on gene TCR alpha-1
causes a swollen liver, and a swollen liver causes internal hemorrhage’’). For Xeno, where
al features were symptoms, one symptom (blurred vision) arbitrarily served as the deepest
cause for the other symptoms. In the Reverse order condition, the viral infection was an effect
feature of other symptoms for Yorva (*‘shortness in breath causes a low insulin level, and a
low insulin level causes infection of Virus XB12'"), and the genetic mutation was an effect
feature of other symptoms for Surpa (‘‘internal hemorrhaging causes a swollen liver, and a
swollen liver causes a mutation on gene TCR alpha-1'"). Thus, this condition was designed
to conflict with laypeople’s framework theories of diseases for Yorva and Surpa. For Xeno,
the symptom that served as an effect feature in the Canonical condition (insomnia) served as
the deepest cause for the other two symptoms.

To ensure that the Reverse versions of the genetic mutation and viral infection feature type
scenarios were indeed more implausible to subjects than their respective Canonical versions,
a separate pilot study was run. Sixteen undergraduate students at Yale University were pre-
sented with each of the six scenarios described above and were asked how much they believe
that the kind of causal relations described in each scenario could occur in the real world.
Participants were asked to select their response for each scenario on a scale of 1-7 (where
1 = disbelieve very strongly and 7 = believe very strongly). A 3 (Feature Type; Symptom,
Virus, or Gene) X2 (Causal Order; Canonical or Reverse) ANOVA revealed that the interac-
tion effect was significant (p = .01). Paired t-tests (two-tailed) were then run to compare
ratings of the Canonical and Reverse conditions for each feature type. For the symptom feature
type, the Canonical and Reverse versions did not differ with respect to plausibility (mean
ratings of 5.1 and 4.8, respectively; p = .6). For the virus and gene feature types, the Canonical
version was significantly more plausible to participants than its corresponding Reverse version
(for virus, mean ratings of 4.4 and 2.6, respectively; p = .002; for gene, mean ratings of 5.3
and 2.6, respectively; p < .001). Thus, the only scenarios that participants found implausible
were the Reverse versions of the virus and gene feature types.

The final independent variable was the causal status of missing features. For each order
condition in each disease category, two questions were asked as in the Explicit condition of
Experiment 5: Missing-Cause and Missing-Effect. Again, participants' answers to these ques-
tions served as the critical dependent measure.

To summarize, the experiment was a 3 (Feature Type: Symptom, Virus, or Gene) X2
(Causal Order; Canonical or Reverse) X2 (Missing Feature: Missing-Cause or Missing-Effect)
factorial design. Feature Type and Missing Feature were within-subject variables, and Causal
Order was a between-subjects variable because the same sets of features were used for the
two causal order conditions.

Procedure. Each participant received six problems (i.e., Missing-Cause and Missing-Effect
problems from each of the three conditions of Feature Type) in a completely randomized
order. In each problem, they first learned three characteristic symptoms of a new disease and
their causal relations as described in the material section. Afterward, they were presented with
either a Missing-Cause or a Missing-Effect question as in Experiment 5. Twenty-three ran-
domly selected participants were assigned to the Canonical condition, and another randomly
selected 23 were assigned to the Reverse condition.

Predictions. In the Canonical condition, the causal status effect was predicted to occur in
all three conditions of Feature Type (symptom, gene, and virus). In addition, it was predicted
that compared to the control condition involving three symptoms, the causal status effect would
be even stronger in the virus and the gene conditions, where a priori framework theories exist
and are consistent with specific theories. In the Reverse condition, however, the causa status
effect was predicted to occur only in the symptom condition, where no framework theory
exists and therefore no conflict with specific theories can occur. For the virus and gene condi-
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tions, however, the causal status effect was expected to disappear due to the conflict between
the framework theory and the specific theory.

Results and Discussion

Theresults are summarized in Fig. 5, broken down for the Canonical con-
dition and the Reverse condition. In the Canonical condition, the mean likeli-
hood for the Missing-Cause problems was much lower than that for the Miss-
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FIG. 5. Results from Experiment 6.
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ing-Effect problems across al three types of features. Furthermore, the
causal status effect was much stronger when the cause feature was a viral
infection or a genetic mutation, as is generally the case in real-life diseases.
More specifically, in the Canonical condition, the difference between the
Missing-Cause and the Missing-Effect problems was 36.1% for the Virus
feature type and 36.6% for the Gene feature type, but only 19.0% for the
Symptom feature type. In the Reverse condition, the causal status effect oc-
curred only in the Symptom feature type (11.1% difference between the
Missing-Cause and the Missing-Effect). There was virtually no difference
between the Missing-Effect and the Missing-Cause conditions when thevirus
infection or the genetic mutation, both of which ordinarily serve as a cause
for other symptomsin adisease, served as an effect feature in the experimen-
tal materials.

ANOVA analyses support the reliability of the al of the above descrip-
tions. A 3 X 2 X 2 ANOVA with Feature Type and Missing Type as within-
subject variables and Causal Order as a between-subject variable showed a
reliable three-way interaction effect, F(2, 88) = 7.229, MS, = 2314, p <
.01. That is, in the Canonical condition, the Virus and Gene problems led
to a stronger causal status effect than the Symptom problem did, whereas
in the Reverse Condition, the Virus and Gene problems did not show any
causal status effect, though the Symptom problem did. Overall, there was a
reliable main effect of Causal Status with Missing-Cause being much lower
than Missing-Effect, F(1, 44) = 28.0, MS, = 691.9, p < .001. In addition,
there was a reliable two-way interaction effect between Causal Order and
Missing Type, F(1, 44) = 18.9, MS, = 691.9, p < .001. This interaction
demonstratesthat the ratings from the Missing-Cause problemsin the Canon-
ical condition were much lower than those in the Reverse condition, whereas
the ratings from the Missing-Effect problems did not differ between the two
conditions.

Two separate ANOVA'’s were conducted for the Canonical and Reverse
conditions, with Missing Type and Feature Type as within-subject variables.
In the Canonical condition, regardless of Feature Type, ratings for Missing-
Cause were lower than those for Missing-Effect by 30.5%, F(1, 22) = 41.3,
MS, = 779.1, p < .001. In addition, there was a reliable interaction effect,
F(2,44) = 4.1, MS, = 285.6, p < .05. As discussed before, this interaction
effect was due to the fact that the causal status effect was stronger in the
Virus and Gene problems than in the Symptom problem. In the Reverse
condition, the only reliable effect was an interaction effect, F(2, 44) = 3.2,
MS, = 177.2, p < .05. This was found because the causal status effect oc-
curred only in the Symptom condition, as indicated by a planned t test com-
paring the Missing-Cause and Missing-Effect ratings in the Symptom condi-
tion, t(21) = 2.7, p < .05.

To summarize, Experiment 6 demonstrated that the causal status effect
changes dynamically as a function of compatibility between existing know!-
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edge and newly added knowledge. When the experimentally provided causal
relations were consistent with an already existing naive theory, rendering
them highly plausible, the causal status effect was the strongest. When the
experimentally provided causal relations were implausible because they con-
flicted with an already existing naive theory, the causal status effect disap-
peared. Finally, when the experimentally provided causal relations were neu-
tral with respect to a naive theory (i.e., symptom conditions), the strength
of the causal status effect was in between that of the above two situations.
This evidence that the amount of the causal status effect varies as afunction
of plausibility of causal background knowledge also suggests that the effect
observed in the current article is indeed the effect of causal background
knowledge, rather than other possible factors, such as demand characteristics
or confounds in the discourse saliency of features in the stimulus materials.

GENERAL DISCUSSION

We propose that a cause feature ismore conceptually central than its effect
feature. Using a variety of measures, the current study has demonstrated for
the first time that this causal status effect is deeply rooted in many aspects
of categorization processes.

First, participants learned novel categories with characteristic features and
judged the membership likelihood of transfer items explicitly missing one
of the features (Experiments 1, 6, and the Explicit condition in Experiment
5). This task revealed a robust effect of causal status in that missing cause
features lowered the membership likelihood ratings decidedly more than
missing effect features.

Second, in Experiment 3 and the categorization condition of Experiment
4, participants were asked to create categories from three unclassified ob-
jects. The results showed that when free to sort objectsin any way they like,
people prefer to create categories based on matching causes rather than on
matching effects. Thus, these resultsreveal the beliefs that people have about
how concepts should be structured; they prefer that members in the same
category share the same underlying cause rather than effect. Aswe discussed
earlier, this belief is consistent with the idea of psychological essentialism.

Third, in Experiment 2, the causal status of features affected goodness-
of-exemplar judgments, such that the deeper the cause that an item was miss-
ing, the worse exemplar it was judged to be. Thus, the results suggest that
the causal status of features is responsible for one of the most important
constructsin the categorization literature, namely the typicality effect. Future
research may determine whether the causal status effect will derivetypicality
effects manifested in reaction-time differences between typical and atypical
items.

Fourth, while the causal status effect has been observed in similarity judg-



CAUSAL STATUS 403

ments (Ahn & Dennis, 1997) and also in typicality judgments as shown in
Experiment 2, it was found to be less robust in similarity judgments than
in categorization judgments (Experiment 4). This result supports previous
demonstrations of dissociation between categorization and similarity judg-
ments using the transformation paradigm (e.g., Rips, 1989) and suggests that
strong versions of similarity-based categorization models may fall critically
short of accurately representing human categorization.

In what follows, we discuss other important findings of the current study
and open questions. In addition to demonstrating the preval ence of the causal
status effect as summarized above, the current study also found that the effect
of causal status on features is continuous along a causal chain. We first dis-
cuss the implications of this finding for psychological essentialism. Second,
we further discuss the implications of the current findings for both the simi-
larity-based approach and the theory-based approach to categorization.
Third, the current study also examined conditions under which the causa
status effect should be expected to disappear. We also discuss other possibili-
ties and potential counterexamples. Finally, we discuss open questions, in-
cluding whether the size of the effect might vary across domains and whether
the causal status effect is a special case of a more general phenomenon.

Continuous Feature Centrality and Its Implications for Essentialism

The current study provided evidence that features in a causal chain fall
along a continuum of centrality as a function of their causal status in the
chain. Experiments 1 and 2 showed that the first cause was judged to be
more central than its effect feature which, in turn, was judged to be more
central than its own effect feature. That is, even among features that are
caused by the most fundamental cause in a category, centrality of features
varied as a function of their causal status.

Asdiscussed earlier in the introduction, thisfinding contrasts with astrong
version of essentialism which argues that essential properties are necessary
and sufficient for categorization and that nonessential properties should not
determine categorization. According to this view, features are dichotomized
into essential features and nonessential features. In contrast, Experiments 1
and 2 found that even features that are not the deepest causein a causal chain
affect membership likelihood and typicality ratings. Furthermore, instead of
revealing a dichotomy between essential and nonessential features, the cur-
rent study found that feature centrality lies in a continuum.

Y et, it should be remembered that essentialism is critically related to the
causal status hypothesis in that both concern the causal potency of essential
(or central) features. Furthermore, if essences are the deepest cause in a cate-
gory, both essentialism and the causal status hypothesis acknowledge the
specia status of essences in that they are the most central features in the
category.



404 AHN ET AL.

Implications for Categorization Literature

Implications for the similarity-based approach and computational model-
ing of the causal status effect. As discussed in the introduction, one of the
serious problems of the similarity-based models of categorization has to do
with the lack of a specific mechanism that can predict constraints in feature
weighting. Although the similarity-based approach has successfully devel-
oped many formal models, these models tend to be silent about how to deter-
mine the feature weighting as a function of background knowledge. The
causal status hypothesis provides one well-defined way of constraining fea-
ture weights within the framework of the theory-based approach to categori-
zation. An example of computational implementation of the causal status
hypothesis comes from Sloman et al. (1998). This model is based on general
“‘dependency’’ relationships rather than being restricted only to causal rela
tionships. The idea of the model is that the more other features depend on
(e.q., are caused by, are determined by, are followed by, etc.) a feature, the
more central this feature becomes to the concept. More specifically, the
model states that conceptual centrality or immutability of afeature (C) isa
function of dependency as follows:

Ci,t+1 = Z ij Cj,t (1)

where Aj is the strength of a dependency link from feature j to feature i.
This formula states that the centrality of featurei is determined at each time
step by summing across the immutability of every other feature multiplied
by that feature's degree of dependence upon feature i. The results from the
experiments reported here are consistent with the centrality measures pre-
dicted by thismodel. For instance, suppose feature X causesfeature Y, which
causes feature Z, and the causal strengths of both relations are 3, and the
initial value for feature centrality was an arbitrary value of, say, 1. After
two iterations, the centralities of features X, Y, and Z become 16, 7, and 1,
respectively. These qualitative differences in feature centrality predicted by
the model are consistent with the results found in Experiments 1 and 2.

Of course, thismodel isjust one of many possible ways of computationally
modeling the causal status effect (see also Ahn & Kim, 2000 for data that
this particular model cannot account for). For now, we simply wish to illus-
trate that it is possible to computationally model the effect of background
knowledge on categorization. Hence, one way of extending an existing
model of similarity-based categorization to deal with the problem of feature
weighting might be to add a component similar to the above function as an
additional module.

Implications for the theory-based approach to categorization. The most
important implication of the causal status hypothesis for the theory-based
approach to categorization is that it offers a specific mechanism by which
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feature weighting based on background knowledge might occur beyond
merely showing that feature weights may change due to background knowl-
edge. At various places in the article, we have aready explained, in terms of
our hypothesis, some existing studies showing the effect of domain theories.
Referring to Medin and Shoben’s study (1988), we argued that curvedness
isacentral feature in boomerangs but not in bananas because of its differing
causal status within each category. In Experiment 4, we also discussed how
Rips'sstudy (1989) on the dissociation between similarity and categorization
can be explained by assuming different degrees of the causal status effect
between the two tasks. We also briefly discussed that studies showing the
importance of intentionality in naming (Bloom & Markson, 1998; Gelman &
Ebeling, 1998) are consistent with our hypothesis.

Continuing in this broader context, we speculate that a number of existing
findingsin the literature may be viewed as having been mediated by a causal
status effect to some degree (see Ahn & Kim, 2000 for a more extensive
review).

For example, Ross (1997) found that using category knowledgeto perform
a nonclassification task resulted in changes in feature weighting. In a series
of experiments, participants learned to categorize hypothetical patients as
having one of two novel diseases on the basis of four relevant symptoms
that were predictive of each disease. During this training phase, participants
also learned to prescribe one of two treatments for each of the diseases on
the basis of two relevant symptoms for each disease. Rossfound that learning
how to use the categories to prescribe treatment affected later classification
decisions, such that symptoms relevant to both categorization and prescrip-
tion of treatment were more accurately categorized with the appropriate dis-
ease than symptoms relevant only to categorization. This effect occurred
even though all four symptoms were in fact equally predictive of the disease.
This ‘*category use effect’”” may be seen as an instance of the causal status
effect because participants might have assumed that a treatment that is able
to cure a disease is generally most likely to act upon the causal symptoms
of the disease, not the peripheral effects. For example, one would not expect
an ear infection caused by bacteria to be treated effectively with medicines
that simply suppress symptoms (e.g., painkillers). Instead, to cure the ear
infection, antibiotics that act directly upon the bacteria should be given.
Moreover, it may be that treatment-relevant symptoms were considered by
Ross's participants to be causally central in a broader sense in that they
determined which treatment plan to adopt. Therefore, the fact that Ross's
participants felt that symptoms predictive of treatment were most important
in diagnosing the disease can be traced to the experiment’s implication that
these symptoms are the most causal.

In addition, the causal status hypothesis appears to be compatible with
findings involving the use of categories in problem solving. For example,
Chi, Feltovich, and Glaser’s (1981) classic experiment assessed the categori-
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cal representations of physics problems in advanced physics graduate stu-
dents and professors (experts) and undergraduates who had just completed
a semester-long course in mechanics (novices). They found that experts con-
sistently based their categorization of physics problems on deeper physics
principles, such as conservation of momentum or the work—energy theorem,
whereas novices categorized based on the surface features of the problems,
such as whether there was an inclined plane or pulley in the problem. Their
findings seem to be related to the causal status hypothesisin that both indicate
atendency to not categorize based on surface features when knowledge about
a deeper structure is available. That is, expertsin Chi et al.’s (1981) study,
like the participants in the current study, were aware of both the surface
features and the deeper structure, but preferred to categorize based on the
latter. It should be noted, however, that in Chi et a.’s study, participants
were specifically asked to sort the problems ‘‘based on similarities of solu-
tion”” (p. 124). Thus, it remains to be seen whether they would sort problems
by deeper properties (i.e., deeper properties within their understanding) even
without these instructions. Given our results from Experiment 3, we would
predict that both experts and novices will spontaneously sort problems based
on the deepest cause known to them.

Finally, a number of developmental studies also appear to be consistent
with the causal status hypothesis. Earlier, we briefly described Keil’s study
(2989) in which participants were presented with a description of a raccoon
painted to look like a skunk. In this study, even young children thought
that the origins of animals (e.g., being born from another raccoon) are more
important than perceptual appearance (e.g., black with a white stripe on the
back) in determining category membership. Thisresult can be interpreted as
demonstrating that cause features (origins of animals) are perceived to be
more central than effect features (appearance of animals). Similarly, Gel-
man’s (1998) study can be viewed from the perspective of the causal status
effect. In this study, children first learned a novel feature for each type of
category (e.g., this rabbit has a spleen inside) and were asked whether this
feature is generalizable to another instance of the same category. Second
graders responded that features referring to substance and internal structure
(eq., ‘"hasaspleeninside,’”’ p. 74) were more generalizablefor natural kinds,
whereas functional features (e.g., ‘‘you can loll withit,”’ p. 75) were more
generalizable for artifacts. As Ahn (1998) later demonstrated empirically,
this pattern of results might have occurred because substance and internal
structure are more causally central in natural kinds, whereas functional fea-
tures are more causally central in artifacts.

For the sake of parsimony alone, it would certainly be advantageous to
explain al of these studies with this single mechanism, the causal status
hypothesis. At this point, however, it remains an open question whether all
of these phenomena are indeed instances of the causal status effect. More
systematic studies need to be conducted by pitting alternative factors agai nst
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the causal status of featuresin order to determine which is amore fundamen-
tal mechanism.

Moderating Factors for the Causal Status Effect

Although the causal status effect is robust, it is important to specify its
boundary conditions. The current studies examined two situations in which
the causal status effect should disappear. This section gives a summary of
the results from those experiments, followed by discussions of how other
determinants of feature centrality might interact with the causal status effect,
whether there are any counterexamples to the causal status effect, and
whether domain can moderate the causal status effect.

Unknown causes and plausibility of causal beliefs. Experiment 5 exam-
ined the situation in which the presence or absence of a cause is unknown.
Although the cause is missing in some sense in this case, membership likeli-
hood judgments were not lowered more than when the presence or absence
of an effect feature is unknown. This result most likely occurred because
people inferred the presence of the unknown cause based on the given causal
background knowledge. Furthermore, Experiment 6 showed that background
knowledge from multiple sources can interact in such a way that a feature
that isacause in a specific theory might not be causal in aframework theory,
resulting in cancellation of the causal status effect. That is, when newly
learned causal background knowledge conflicts with existing causal back-
ground knowledge, the causal status effect does not appear.

Other determinants of feature centrality. In addition, it islikely that other
determinants of feature centrality may interact with the causal status effect.
Before we can discuss how they might interact, it is necessary to first discuss
different types of feature centrality and describe studies examining their dis-
sociability.

Sloman et a. (1998) proposed severa different kinds of feature centrality,
including conceptual centrality (mutability, or the degree to which a feature
in a concept can be transformed while maintaining the concept’ s coherence),
category centrality (perceived relative frequency of an instance within a cate-
gory), diagnosticity (evidence provided by afeature for one category relative
to a set of categories), and prominence (how prominent the feature seems to
people when thinking about the category). Among these, the type of feature
centrality considered in the current study is closest to conceptual centrality.
Sloman et a. (1998) demonstrated that these different kinds of feature cen-
trality are empirically dissociable. In addition, studies have shown that con-
ceptual centrality is the only type of centrality that reliably correlated with
afeature's status in a dependency structure of concepts [as measured by Eq.
(1) above] across various levels of categories (Ahn & Sloman, 1997; Slo-
man & Ahn, 1999). A general picture emerging from these resultsis that the
causal status effect islikely to be most pertinent to tasks involving conceptual
centrality and may be less influential in tasks such as perceptual categoriza-
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tion (which would be determined by perceptual prominence) or discrimina-
tion tasks (which would be determined by diagnosticity of features).

Although the above studies showed that it is possible to demonstrate inde-
pendence among different determinants of feature centrality, there are anum-
ber of reasons to expect that they might sometimes interact with each other.
First, causal background knowledge, which determines conceptual centrality,
can affect the perception of probabilities (e.g., category or cue validities).
For instance, a feature that is considered more conceptually central might
be mistakenly perceived to be more frequent (e.g., Sloman et al., 1998; Spal-
ding & Ross, 1994). Second, the above studies demonstrated that different
determinants of feature centrality are empirically dissociable when tasks are
carefully chosen such that each taps only on a single type of feature cen-
trality. Real-life categorization tasks, however, tend to be amixture of differ-
ent types of categorization. Under such circumstances, different determinants
of feature centrality can simultaneously act on categorization. For instance,
a feature with high causal status but low category validity might end up
having mediocre feature centrality.

In addition, Gentner and her colleagues (e.g., Gentner, 1989) have sug-
gested that relational features are more important than isolated features in
analogical reasoning (see also Lassaline, 1996 for its extension to category-
based induction). If the number of relations in which a feature participates
also determines feature centrality, then in a structure where multiple causes
have a single effect in common (the so-called common-effect structure), the
effect feature can outweigh one of the cause features because the effect fea
ture participates in more relations than any one of these cause features. (See
also Ahn & Kim, 2000, for more discussion on the causal status effect in a
common-effect structure especially in relation to Rehder and Hastie, 1997).

Counterexamples to the causal status effect. In the previous sections, we
considered three cases in which the causal status effect might disappear and
have argued that none of them isatrue exception to the causal status hypothe-
sis. First, an effect feature can be useful in retrieving information about non-
obvious causes (Experiment 5). Thus, when a cause feature is not explicitly
denied, the presence of an effect feature aone can be sufficient for categori-
zation. This does not counter the causal status hypothesis because it does
not show that an effect feature is more central than its cause. Second, as
examined in Experiment 6, afeature might serve as a cause for another fea-
turein one causal relationship, but at another level, the causal direction might
run in the opposite direction. In that case, afeature’s causal status would be
cancelled out or even reversed at times, and changes in feature centrality
should be expected as a result. Third, when other determinants of feature
centrality heavily favor the effect feature over its cause, it is reasonable to
expect that these multiple influences can override the causal status effect. In
particular, thisthird point is useful in accounting for examplesthat may seem
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to contradict the causal status hypothesis. We will discuss one such example
below.

Pneumonia® is a serious infection or inflammation of the lungs, and it can
have over 30 different causes, such as bacteria, virus, chemicals, or even
inhaled objects like peanuts or small toys. In determining whether a person
has pneumonia, the cause for lung inflammation is less important than lung
inflammation itself.” As discussed above, however, feature centrality may be
determined by other factors, such as category validity and the number of
relations in which afeature participates, if the task calls on those other fac-
tors. In the case of pneumonia, the effect feature has a category validity of
1 (i.e, al patients with pneumonia have lung inflammations), whereas each
of the cause features has a much lower category validity because there are
many possible causes for pneumonia. For the feature centrality of each of
these causes, the causal status effect is cancelled out because of its low cate-
gory validity. Furthermore, when there are multiple causes for the same ef-
fect as in this example, each causal strength is weakened because each of
these causesis not anecessary condition for the effect. Therefore, conceptual
centrality predicted by Eq. (1) should be lowered due to a low A;. Finaly,
in the case of the common-effect structure, the effect feature has more advan-
tage over the cause features in terms of the number of relations in which it
participates (e.g., Gentner, 1989).

Due to all these counteracting forces acting upon the cause features in a
common-effect structure (low category validity, low causal strength, and
fewer relations to participate in), the centrality of one of these causesin a
common-effect structure can end up becoming lower than the centrality of
its effect feature. Thus, a failure to observe the causal status effect in com-
mon-effect structures as in the above situations is not a counterexample to
actual occurrence of the causal status effect because in these situations there
are unbalanced counteracting forces. We simply suggest that the causal status
effect occurs in al situations, but like any other psychological construct, it
cannot be measured when multiple counteracting forces are bombarded
against it. Cause can be empirically documented as more central than effect
when everything else is roughly equal .2

® We thank Frank Keil and Charles Kalish (in the context of ‘‘syndromes'’) for posing this
question.

" In diagnosing pneumonia, causes for lung inflammation are also crucial information be-
cause they determine different treatment plans. However, in simply determining whether some-
one has pneumonia, causes would not be as critical as lung inflammation per se because there
are many potential causes while lung inflammation is a necessary feature for pneumonia.

& One might wonder how prevalent such situations would be in real-life categorization. A
number of studies examining the causal status effect in real-life categories have shown that
about 50% of the variance in feature centrality can be accounted for by the causal status of
features. Ahn (1998) has shown a correlation of .73 between conceptual centrality and causal
centrality using Barton and Komatsu's (1989) stimulus materials (5 artifacts and 5 natural
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What is particularly interesting about the case of pneumonia is that the
causal status hypothesis is supported when these counteracting forces are
removed. Indeed, the American Lung Association (1998) states explicitly
that ** pneumonia is not a single disease’’ precisely because there are many
causes. |nstead, they break the disease down into various types such as bacte-
rial pneumonia, viral pneumonia, mycoplasma pneumonia, and so on based
on the type of cause, just as the causal status hypothesis would predict. Fur-
thermore, note that each subtype no longer has a common-effect structure,
and within each subtype, the category validity of the cause feature and the
effect feature becomes equal. For instance, the probability of having lung
infection given that a person has bacterial pneumonia is the same as the
probability of being infected with pneumonia bacteria, given that a person
has bacterial pneumonia (i.e., 1). In addition, both of these two features par-
ticipate in the same number of relations. Now that all the other counteracting
forces are removed, the cause feature (e.g., being infected with pneumonia
bacteria) becomes more central than the effect feature (e.g., having lung in-
fection). For instance, a patient infected with pneumonia bacteria, but who
has not yet developed lung inflammation (missing effect), although difficult
to be declared as having bacterial pneumonia, is at least more likely to be
considered as specifically having bacterial pneumoniathan a patient who has
lung inflammation from inhaling a peanut (missing cause).

As a final point to our discussion of pneumonia as a counterexample to
the causal status hypothesis, it might be argued that in medical domains,
symptoms are frequently thought of as effects and, therefore, any classifica-
tion based only on symptoms is interpreted as categorization based on ef-
fects. However, as noted at various places throughout this article, the causal
status of a feature is a relative notion. Therefore, it does not make sense to
simply state that X is a cause feature or an effect feature; it is a cause of
one feature but at the same time, it is an effect of another feature. Symptoms
in diseases can cause some other feature (e.g., a stuffy nose can cause a
headache), in which case they can be more central than their effect features.
Going back to our previous example of pneumonia, lung inflammation is a
symptom of pneumonia, but it causes other symptoms too. Because of lung
inflammation, oxygen has trouble reaching the blood and, as a consequence,
body cells cannot work properly. From this causal chain, we would expect
that a patient who has lung inflammation but does not yet show other symp-
toms caused by it would be more likely to be diagnosed with pneumonia

kinds) and a correlation of .74 using Malt and Johnson’s (1992) stimulus materials (12 arti-
facts). Kim and Ahn (in preparation) also found a high correlation of .73 between causal
centrality and conceptual centrality in laypeople's concepts of four psychological disorders.
Yet, because it is difficult to say whether these studies randomly selected representative sets
of features and categories from real-life situations, more systematic studies are needed.
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than a patient who does not have enough oxygen in the blood but does not
show lung inflammation. If not, that would count as a counterexample to
the causal status hypothesis. Simply showing that a symptom carries weight
in adiagnosis judgment does not mean much about whether the causal status
hypothesis is right or wrong. In testing the hypothesis, the question to ask
is whether that symptom is more critical than its cause or effect. Whether
there are any true exceptions to the causal status hypothesis, therefore, re-
mains as a question for future research.

Domain generality. Another potential moderating factor for the causal sta-
tus effect is domain. Although Putnam (1975) argues that all kinds (both
natural and nominal kinds) have essences, Schwartz (1979) claims that for
nominal kinds, thereis no real essence. Schwartz (1979) argues that nominal
kinds, suchas*‘whitethings,’’ are conventionally established, and, therefore,
if the criterial properties change (e.g., if an object is stained with mud), it
no longer belongs to the category. Indeed, Kalish (1998) showed that adults
aswell aschildren understand natural kinds as being discovered inthe world,
whereas artifact kinds, which are similar to nominal kinds in that they are
conventionally defined, are understood as being constructed. More impor-
tantly, Diesendruck and Gelman (1999) found more essentialist, all-or-none
categorization from natural kinds than from artifacts. Thus, if psychological
essentialism is responsible for the causal status effect, it might be predicted
that differences in presuppositions about essences might affect the degree to
which the causal status effect occurs in nominal kinds.

The results obtained so far, however, are somewhat at variance with that
prediction. The six experiments reported in the current article utilized stimu-
lus materials from various domains, including diseases and symptoms, arti-
facts, natural kinds, and social situations. The causal status effect was ob-
served in al these domains. Ahn (1998) specifically investigates the causal
status effect across natural kinds and artifacts and across different kinds of
features (e.g., molecular and functional). As discussed earlier in the article,
previous studies (e.g., Barton & Komatsu, 1989) reported the apparent find-
ing that the centrality of features is determined by whether an object is a
natural kind or an artifact (i.e., molecular features are more central for natural
kinds, whereas functional features are more central for artifacts). Ahn (1998)
argued that such domain differences were obtained because the causal status
of features was confounded with conceptual centrality in those materials.
For instance, molecular features are conceptually central for natural kinds
but at the sametime, they are causally central. Ahn (1998) used novel natural
kinds and artifacts for tasks similar to the ones used in the current study, with
the causal status of features being directly manipulated. These experiments
demonstrated that molecular features (e.g., what an object is made of) and
functional features (e.g., what an object is used for or what an object does)
are weighted more heavily in both natural kinds and artifactsif these features
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serve as causes for other features than if they serve as mere effects. That is,
when the causal status of features was held constant, domain differences
between natural kinds and artifacts disappeared.

Y et, we add cautionary remarks about the domain generality of the causal
status effect because it has not yet been systematically tested across a wide
variety of domains by using randomly selected categories and features.
Whereas it might be possible to obtain the causal status effect across various
domains as shown in the current study, the extent to which the effect occurs
might vary, especially within the domain of nominal kinds (e.g., Schwartz,
1979). In particular, free-sorting tasks (or creating new categories) might be
susceptible to domain differences. For natural kinds (i.e., kinds that naturally
occur in the world), new categories seem to be created as deeper underlying
causes are revealed. For instance, to laypeople, pneumonia might be asingle
disease because they do not know that there are multiple possible causes for
it, but experts do not treat pneumonia as having a single cause, as discussed
earlier. In contrast, in creating nominal kinds, one can choose any criteria
and ignore underlying causes because nominal kinds are by definition con-
ventionally fixed. For instance, the selection criteriafor new orchestra mem-
bers usually focus on quality of playing (an effect) rather than the details of
how the person wastrained (acause). A category of an orchestraisanominal
kind, and the creator of the category can intentionally set up the criteria to
do that.

Must the Relations Be Causal?

Finally, we discuss whether the causal status effect is a special case of a
more general phenomenon. Throughout the current study, we have focused
only on causal relationships. What about other kinds of relations such as
‘“‘depends on’’ or ‘‘temporally follows from’’? In Sloman et al. (1998), par-
ticipants were explicitly told that symptom A, for example, does not cause
symptom B but that symptom B follows symptom A (tempora dependency)
or that the presence of symptom B depends on the presence of symptom A
(contingency; e.g., the presence of moustache is contingent upon the pres-
ence of mouth). The results showed that temporally preceding features or
features on which other features are dependent were judged to be more con-
ceptually central.

What are the implications of these results for the causal status effect?
There are at least two possibilities. First, these results might have occurred
because participants imposed complex causal interpretations on the temporal
dependency and contingency relations (e.g., symptom A might not directly
cause symptom B, as was specified, but it might indirectly cause symptom
B). In this case, the effect of dependency structure can be viewed as a special
case of the causal status effect. Second, it could be that the causal status
effect is aspecial case of amore general phenomenon occurring in any kind
of asymmetrical dependency structure. This second possibility does not
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threaten the present claim that cause features are more central than their
effect features because the key ideas converge. Furthermore, even if the
causal status effect is a special case of a more general phenomenon, it none-
theless appears to be a major portion of that general phenomenon, as indi-
cated by studies showing that causal relations alone can account for a large
amount of variance in feature centrality for natural categories (e.g., Ahn,
1998; Ahn & Kim, 2000). Indeed, causal relations are prevalent and essential
components of relations that features have in our conceptual representations
(e.g., Carey, 1985; Wellman, 1990).

Conclusion

Causal reasoning and categorization are two of the most fundamental rea-
soning processes. They are prevalent in everyday reasoning, and they govern
and moderate other cognitive processes. In some sense it is no surprise that
these two processes influence each other. The important question is precisely
how they affect each other. In expanding previous categorization theories to
include the role of causa background knowledge, the present experiments
have shown one specific mechanism by which causal knowledge affects cate-
gorization: by determining feature centrality.
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