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The theory-based model of categorization posits that concepts are represented as theories, not feature

lists. Thus, it is interesting that the Diagnostic and Statistical Manual of Mental Disorders (4th ed.;

DSM–IV; American Psychiatric Association, 1994) established atheoretical guidelines for mental disor-

der diagnosis. Five experiments investigated how clinicians handled an atheoretical nosology. Clinicians’

causal theories of disorders and their responses on diagnostic and memory tasks were measured.

Participants were more likely to diagnose a hypothetical patient with a disorder if that patient had

causally central rather than causally peripheral symptoms according to their theory of the disorder. Their

memory for causally central symptoms was also biased. Clinicians are cognitively driven to use theories

despite decades of practice with the atheoretical DSM.

The theory-based view of categorization proposes that concepts

are represented as theories or causal explanations. Murphy and

Medin (1985) suggested that our naı̈ve theories about the world

hold the features of a concept together in a cohesive package. For

instance, a layperson’s concept of anorexia contains not only the

features “fear of becoming fat” and “refuses to maintain minimal

body weight” but also the notion that the fear of becoming fat

helps cause the refusal to maintain minimal body weight (Kim

& Ahn, 2002). Indeed, a growing body of evidence supports the

notion that the human mind constantly seeks out rules and

explanations that make sense of incoming data concerning its

surroundings and forms concepts based on its theories about the

world (Carey, 1985; Gelman, 2000; Keil, 1989; Murphy &

Medin, 1985).

A considerable number of studies have demonstrated theory-

based categorization to date (e.g., Ahn, Kim, Lassaline, & Dennis,

2000; Gelman & Kalish, 1993; Medin & Shoben, 1988; Ross,

1997; Wisniewski & Medin, 1994), mostly in artificial and com-

mon everyday categories. The aim of the current article is to

examine what kind of reasoning occurs for a real-life domain in

which official guidelines for categorization deliberately attempt to

minimize a prescribed theoretical structure.

Specifically, the current study investigated how clinical psy-

chologists operate in the domain of mental disorders. This

population and domain are unique in that clinical psychologists

have been guided since 1980 by atheoretical manuals for the

diagnosis of mental disorders (Follette & Houts, 1996). Most

mental disorders lack a single universally acknowledged patho-

genesis, which in the past led to unreliability between clinicians

in diagnosis. The Diagnostic and Statistical Manual of Mental

Disorders’ (4th ed.; DSM–IV; American Psychiatric Associa-

tion, 1994) widely acclaimed solution was to ferret out syndro-

mal clusters of symptoms that clinicians, regardless of theoret-

ical orientation, could agree on. The manual itself represents

disorders as checklists of symptoms and does not attempt to

supply “an organizing theory that describes the fundamental

principles underlying the taxonomy” (Follette & Houts, 1996,

p. 1120).

The introduction of the DSM–IV states that “DSM–III intro-

duced a number of important methodological innovations, includ-

ing explicit diagnostic criteria . . . and a descriptive approach that

attempted to be neutral with respect to theories of etiology”

(American Psychiatric Association, 1994, pp. xvii–xviii). This

approach was also adopted in the 4th version of the DSM. Indeed,

the DSM casebook, used in training, encourages clinical psychol-

ogists to search for symptoms in their patients that match up with

DSM–IV diagnostic criteria, without explicitly instructing them to

incorporate any additional notions they may have of how these

symptoms may affect each other (Spitzer, Gibbon, Skodol, Wil-

liams, & First, 1994). Furthermore, the DSM–IV states that if a

subset of the diagnostic criteria list is present in the patient, that is

sufficient for a diagnosis regardless of which combination of

symptoms appears. The manual thereby assumes that all symptoms
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in the list are equally central to the disorder.1 For example, any two

of the following five symptoms should warrant a diagnosis of

schizophrenia, according to the DSM–IV: hallucinations, delu-

sions, disorganized speech, grossly disorganized or catatonic be-

havior, and negative symptoms.

Over the past 20 plus years, beginning with the DSM–III (APA,

1980), the DSM system has become widely accepted in the United

States, forming the core of research, clinical assessment, diagnosis,

and treatment in psychopathology. Research funding, journal titles,

and health care reimbursements are all organized by, and depen-

dent on, use of the categories defined by the DSM–IV. Clearly, use

of the categories laid out by the DSM–IV is widespread. The

question for the current article, then, is what kind of clinical

reasoning emerges under use of the DSM?2

Do clinicians actually adhere to these guidelines outside formal

diagnosis situations? If so, we would expect clinicians to give

equal credence to all symptoms of a disorder. On the other hand,

the theory-based approach argues that people treat features that are

central to their domain theories as central in categorization as well.

For instance, being round is treated as more central in categorizing

basketballs than in categorizing cantaloupes because roundness is

central in the naive physics underlying basketball concepts, but it

is not central in the naive biology underlying cantaloupe concepts.

Thus, clinicians reasoning in a theory-based manner might weigh

symptoms differently depending on the theories they hold about

the disorder.

In the remainder of this introduction, previous work on clinical

decision making from the perspective of categorization research is

first outlined. Next, it is suggested that clinicians’ representations

of mental disorders include notions of how the symptoms affect

one another, and these representations can account for the relative

importance clinicians assign to different symptoms in diagnosis

and clinical reasoning. The possibility of expertise effects is also

explored, followed by a brief overview of the current experiments.

Categorization in Clinical Decision-Making Research

The categorization literature has undergone several major shifts

over the last few decades. The classical rule-based approach was

followed by similarity-based models, which include prototype

models (e.g., Rosch & Mervis, 1975; Posner & Keele, 1968) and

exemplar models3 (e.g., Medin & Schaffer, 1978). The theory-

based view (e.g., Carey, 1985; Keil, 1989; Medin, 1989; Murphy

& Medin, 1985) was also added to account for the role of expla-

nation in categorization. This section discusses how these different

approaches have been applied to mental disorder representations,

as well as how these representations have been thought to be used

in diagnostic reasoning. It is certainly not the intention here to

suggest that only one of these views must be correct. Indeed, some,

and perhaps all, of these approaches may account for some aspect

of categorization and, furthermore, are likely to interact in some

way with each other (Keil, Smith, Simons, & Levin, 1998;

Wisniewski & Medin, 1994).

Rule-Based Approach

The rule-based view of categorization postulates that each cat-

egory has individually necessary, and collectively sufficient, de-

fining features (Medin, 1989; Smith &Medin, 1981). For example,

the category bachelor may be defined by the conjunction of the

features adult, male, and unmarried. The earliest known classifi-

cation systems of mental disorders, espoused by Kraepelin (1913)

and later by the DSM–I (1st ed.; American Psychiatric Association,

1958) and DSM–II (2nd ed.; American Psychiatric Association,

1968), also required necessary and sufficient features for diagno-

sis. For instance, Kraepelin (1913) postulated that the defining

feature of schizophrenia was an early-life onset of dementia (Hill,

1983).

However, it proved difficult or impossible to come up with

satisfactory defining features for most natural categories (Wittgen-

stein, 1953). For instance, priest fits the defining features for

bachelor, but few people would actually refer to a priest as a

bachelor. In addition, the classical approach cannot account for

typicality effects in which some exemplars are rated as better

members of a category than others. Such effects would not occur

if categories were truly represented as defining features.

Similarity-to-Prototype Approach

One alternative to the rule-based approach is the prototype view

(e.g., Rosch, 1978; Rosch & Mervis, 1975), which states that a

category is represented as a prototype, an averaged, abstract rep-

resentation of category members. Category membership is deter-

mined by an instance’s similarity to that prototype. This approach

can solve problems with the classical view. For instance, it can

account for typicality effects in that the more similar the instance

is to the prototype, the more likely it is to be categorized quickly,

rated as more typical of the category, and so on.

Similarly, the DSM–III task force adopted a format more like the

prototype approach. That format was retained in the DSM–III–R

(3rd ed., rev.; American Psychiatric Association, 1988) and the

current DSM–IV. This prototype-based nosology allows for more

flexibility than did previous versions of the manual (Barlow &

Durand, 1999). For example, the prototypical patient with schizo-

phrenia has five symptoms, but a presenting patient need only have

two of those five symptoms for a diagnosis of the disorder.

The validity of the prototype approach as the model of mental

disorder diagnosis gained ground with additional studies. Cantor

and her colleagues (Cantor, Smith, French, & Mezzich, 1980;

Genero & Cantor, 1987), for instance, found that clinicians do

make graded typicality ratings of patients, such that some are

considered to be better examples of a disorder than others. They

also found that clinicians were less accurate and confident when

diagnosing atypical patients than when diagnosing patients highly

or moderately typical of a disorder (see also Clarkin, Widiger,

Frances, Hurt, & Gilmore, 1983; Horowitz, Post, French, Wallis,

1 It should be noted that this is the case for many, though not all,

DSM–IV disorders. For instance, for a diagnosis of major depressive

episode, a subset of symptoms from each of two separate symptom lists

must be present (two symptoms in one list and seven in the other).
2 We emphasize that this article does not attempt to suggest how the

DSM system could or should be changed. The research presented later on

suggests a model of how clinicians do reason, but is not intended to show

how clinicians ought to reason.
3 The exemplar view has not been used as a model of mental disorder

representation by the DSM systems and therefore is not discussed in detail

here.
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& Siegelman, 1981; Horowitz, Wright, Lowenstein, & Parad,

1981; Russell, 1991; Widiger, 1982).

Theory-Based Approach

The theory-based approach posits that the human mind forms

categories and concepts based on its theories about the world

(Carey, 1985). The current study investigated what role theory-

based reasoning might also play in diagnosis by asking whether

clinicians have internalized the atheoretical reasoning of the DSM

system. One possibility is that experienced clinicians, after many

years of following the prescribed DSM system (Spitzer et al.,

1994), reason about mental disorder categories without being

affected by their theories about how the symptoms affect each

other. The alternative is that clinicians, despite being given atheo-

retical guidelines for diagnosis, are still influenced by their own

idiosyncratic theories about disorders when reasoning about them.

Indeed, Medin (1989) has suggested that the DSM system “pro-

vides only a skeletal outline that is brought to life by theories and

causal scenarios underlying and intertwined with the symptoms

that comprise the diagnostic criteria” (p. 1479).

The current research differentiates the two possibilities by ex-

amining two specific issues. First, we examined whether clinicians

represent mental disorders as a list of independent symptoms, as

represented in DSM–IV guidelines, or as a rich structure of symp-

toms that are highly interrelated, as assumed by the theory-based

approach. Second, we examined whether clinicians give equal

weights to symptoms as prescribed by the DSM system or, alter-

natively, whether symptoms central to clinicians’ theories about

mental disorders determine their weights, as claimed by the

theory-based approach. The next section describes two known

specific mechanisms by which domain theories determine feature

weighting.

Ways in Which Theories Determine Feature Weighting

In this article, the focus is on the internal structure of concepts

(i.e., Murphy & Medin, 1985), or how features are structured like

theories, rather than on how concepts are connected to each other

in domain theories. One specific mechanism by which the internal

structure of concepts affects reasoning is the causal status effect

(Ahn, 1998; Ahn et al., 2000). The causal status effect occurs when

features causally central to an individual’s theory of that category

are treated as more important in categorization than less causally

central features. For instance, if Symptom A causes Symptom B in

a clinician’s theory, then A is more causally central than B, and A

is thereby predicted to have greater diagnostic importance than B.

This effect has been shown in lay people with both DSM–IV

disorders and artificial mental disorders (Kim & Ahn, 2002).

To derive the causal centralities of individual symptoms embed-

ded in a complex theory, the following formula can be used:4

Ci,t!1 ! !j dij cj,t , (1)

where dij is a positive number that represents how strongly symp-

tom j depends on symptom i, and cj,t is the conceptual centrality of

feature j, at time t (Sloman, Love, & Ahn, 1998). This model states

that the centrality of feature i is determined at each time step by

summing across the centrality of every other feature multiplied by

that feature’s degree of dependence on feature i. Thus, in the

current studies, the theory-based view was operationalized as a

systematic effect of relational structures on conceptual represen-

tation and use.5

Another way in which theories influence feature weighting is

that features relationally connected to other features are treated as

more important than isolated features in reasoning (Kim & Ahn,

2002). Gentner’s (1983, 1989) structure-mapping theory, for ex-

ample, argues that relational features (statements taking at least

two arguments; for instance, x is smaller than y) are more impor-

tant than attributes (statements taking only one argument; for

instance, x is blue) in analogical inference. For instance, attributes

such as yellow, hot, and massive are not particularly useful in

making the analogy that an atom is like the solar system. In

contrast, relational features such as more massive than and re-

volves around can be used to draw the analogy that electrons

revolve around the nucleus in an atom as planets revolve around

the sun in a solar system. (See also Lassaline, 1996.)

To summarize, the first hypothesis is that clinicians show a

causal status effect when reasoning about symptoms, such that

symptoms central to their theory of a disorder are treated as more

important in diagnosis. The second hypothesis is that symptoms

causally related to one another in a clinician’s theory of a disorder

are treated as more important than symptoms not thought to be part

of the causal theory. Putting these two hypotheses together, we

predicted that if Symptom A causes Symptom B but symptom C is

isolated (it does not cause and is not caused by any other symp-

toms in a clinician’s theory), C would be the least central symptom

of the three. The presence of these effects is taken as evidence that

domain theories influence clinical reasoning. Alternative explana-

tions of such effects are considered in the General Discussion

section.

It must be noted that the ecological validity achieved by using

real-life mental disorders comes at the price of not being able to

control for all other factors (see the General Discussion section). In

our previous work with lay people, we were able to create artificial

mental disorders and manipulate which symptoms were causally

connected. In the present study, however, we were more interested

in how clinicians deal with real disorders than in how they might

learn to deal with hypothetical disorders for which they are fed the

causal explanations (which, as we have pointed out, the DSM does

not do). Thus, the studies reported here must be read with that

caveat.

Expertise and the Use of Theories in Diagnosis

We also examined whether experts and trainees both adhere to

the same strategy of mental disorder diagnosis. One alternative is

4 Although other formulas are also consistent with the causal status

effect, this formula showed the best fit in analyses of lay people’s concep-

tual representations of common objects (e.g., apples and guitars; Sloman et

al., 1998). Moreover, all of the reported analyses on causal centrality that

follow are based on rank orders of causal centrality derived from this

formula, and different formulas do not produce radically different rank

orders.
5 We do not intend to claim that theory-based categorization is limited to

the effect of relational structures. Categorization may also be affected by

what types of relationships are present between features, an issue that was

not the focus of the current studies.
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that experts are more likely to show theory-based reasoning than

trainees because experts have developed more theories after de-

cades of clinical work. A second alternative is that whereas train-

ees may behave like lay people, making theory-based diagnoses

(Kim & Ahn, 2002), experts might diagnose atheoretically because

of years of experience with the atheoretical DSM system. The third

possibility is that both trainees and experts use their theories to

weight features in diagnosis because theory-based reasoning is too

cognitively compelling to be diminished even with a widely ac-

cepted set of atheoretical guidelines. Finally, it is possible that

neither group is affected by theories in diagnosis, adhering strictly

to DSM–IV guidelines. These last two alternatives, albeit for a

different aspect of clinical reasoning, are consistent with previous

findings that experts and novices differ little in the treatment

outcome aspect of clinical work (i.e., Durlak, 1979; Faust &

Zlotnick, 1995), an issue that we return to in the General

Discussion.

Overview of Experiments

Three major experiments (Experiments 1, 2, and 4) are reported

in this article. For purposes of comparison across studies, Figure 1

summarizes the methods and critical results for these experiments.

In each of the experiments, the general methodology involved

measuring each individual’s theories (Task I in Figure 1) and

seeing whether these theories could predict which symptoms were

treated as more central in that individual’s representation of mental

disorders. Two sets of centrality measures were taken in each

experiment: (a) importance of a symptom when diagnosing or

thinking of a mental disorder (Tasks II and III in Figure 1) and (b)

memory for patients’ symptoms (Task IV in Figure 1). As de-

scribed earlier, the main prediction was that a symptom on which

another symptom depends in an individual’s theory would be

treated as more important in diagnosis and would be more likely to

be remembered than dependent and isolated symptoms.

Experiment 1: Use of Causal Theories

in Clinical Reasoning

Our question for this first experiment, then, was whether clinical

psychologists conceptualized familiar mental disorders as the

atheoretical, unweighted lists of the DSM–IV or whether they

represented them as theories that affect their diagnostic reasoning.

The focus was on explanatory, or causal, relations because these

have been pegged as critical to the background knowledge used in

categorization (Ahn, Marsh, Luhmann, & Lee, 2002; Carey, 1985;

Wellman, 1990).

In the current experiment, we operationalized clinicians’ and

clinical trainees’ use of theories in diagnosis with three different

measures. First, participants were asked to rate the likelihood that

hypothetical patients actually have the associated disorder. These

patients had only either causally central, causally peripheral, or

isolated symptoms, created according to each participant’s theory

of the disorder. Each type of hypothetical patient was given the

same number of DSM–IV diagnostic criteria. Therefore, if partic-

ipants did follow the guidelines of the DSM–IV, then no systematic

differences in diagnosis likelihood ratings were expected. How-

ever, if the causal status model accurately reflects how participants

used theory in diagnosis, patients with causally central symptoms

were expected to have a higher likelihood of diagnosis than pa-

tients with causally peripheral symptoms. Furthermore, if the

elevated importance for relational versus isolated features in ana-

logical reasoning extends to diagnosis, then patients with causally

central or peripheral symptoms were expected to have a higher

likelihood of diagnosis than patients with isolated symptoms.

Second, participants were asked to recall the symptoms of those

hypothetical patients. If clinicians were biased to attend to symp-

toms causally central to their theories about the disorder, then they

were expected to recall more causally central symptoms than

causally peripheral or isolated symptoms. Alternatively, if they

had internalized the DSM’s guidelines for diagnosis, then they

Figure 1. Summary of results for each task in the three major experiments.
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were expected to recall equal proportions of all types of symptoms.

Finally, we measured the conceptual centrality of each symptom

and examined whether this measure correlated with causal central-

ity in each clinician’s theory.

Method

Participants. Clinical experts were 10 clinical psychologists in inde-

pendent practice in the New Haven, Connecticut area and 1 clinical

psychologist from the Nashville, Tennessee area, each paid at the rate of

$75 per hour. Clinical trainees were 10 clinical psychology graduate

students at the Department of Psychology, Vanderbilt University, each paid

$14 per hour.

On the basis of a 23-item questionnaire (adapted from Lehman, 1992)

that participants completed at the end of the experiment, we compiled

descriptive statistics for the two clinical samples (see Table 1).6 Ten

clinicians were licensed psychologists with doctorates of philosophy in

clinical psychology, and 1 was a board-licensed psychiatrist and medical

doctor. The students included 4 first-years, 3 second-years, 1 third-year, 1

fourth-year, and 1 eighth-year.

Materials and procedure. The disorders used as stimuli were selected

such that all participants would be highly familiar with them. To do this,

familiarity ratings were obtained from untrained undergraduates under the

assumption that disorders familiar to them should also be familiar to expert

and trainee clinicians. (See Appendix A for a detailed description of this

preexperiment and our criteria for selecting disorders.) The DSM–IV dis-

orders selected were anorexia nervosa, schizophrenia, major depressive

episode, antisocial personality disorder, and specific phobia.

Participants each engaged in two sessions, spaced 10–14 days apart, to

complete the eight tasks. The total time to complete both sessions ranged

from 2.5 to 6 hr. In the first session, they completed a familiarity-rating

task, a disorder-defining task, a theory-drawing task, and a conceptual

centrality task. The familiarity-rating task was always completed first,

followed by the disorder-defining task, and the order of the theory-drawing

and conceptual centrality tasks was counterbalanced between participants.

In the second session, they completed a hypothetical patient diagnosis task,

an everyday categories theory-drawing task, an everyday categories con-

ceptual centrality task, and a free-recall task. The tasks in Session 2

occurred in the order listed above, except that the order of the everyday

categories theory-drawing and conceptual centrality tasks was counterbal-

anced. Within each task, the order of the five mental disorders was

randomized. Participants were presented with one of two different random-

ized orders of symptoms and features within each disorder for the disorder-

defining, conceptual centrality, and everyday categories conceptual cen-

trality tasks. For all other tasks, the order of symptoms and features within

each disorder was randomized for each participant.

In the familiarity-rating tasks, participants were asked to report their best

estimates of how many patients they had seen with each of the five

disorders within the past year. They were also asked to rate on a 9-point

scale their familiarity with each disorder compared with the average

clinical psychologist (for expert participants) or compared with the average

clinical graduate student (for trainee participants).

Next, in the disorder-defining task, participants were given the names

and characteristic symptoms of the five disorders on five separate sheets.

The symptoms included both the DSM–IV diagnostic criteria and the

associated symptoms listed in the manual for the disorder. Participants

were told that “we would like to understand exactly what you personally

consider the symptoms of each disorder to be.” They were asked to read the

6 See the General Discussion section for a discussion of the differences

in theoretical orientation between expertise groups. Also, because the

sample sizes of the different orientation groups are small, it was not

possible to run analyses based on theoretical orientation. (However, please

see Experiment 4 for an analysis collapsing the results from all three

hypothetical patient experiments reported in this article.)

Table 1

Participant Characteristics in Experiments 1, 2, and 4

Characteristic Experiment 1 Experiment 2 Experiment 3

Age in years; range (Mdn)
Experts 38–71 (53) 45–73 (58) 39–67 (47)
Novices 22–30 (27) 25–32 (26) 23–29 (25)

Years seeing patients; range (Mdn)
Experts 15–52 (28) 17–43 (26) 13–28 (18)
Novices 0–8 (1) 4–8 (5) 0.4–5 (1)

Hrs/week seeing patients, career; range (Mdn)
Experts 5–45 (20) 5–30 (20) 5–35 (20)
Novices 0–20 (0.5) 3–20 (10) 0–18 (2)

Hrs/week seeing patients, current; range (Mdn)
Experts 6–40 (20) 5–30 (15) 2–39 (18)
Novices 0–10 (0.5) 6–20 (14) 0–17.5 (2)

Mean current patients with Axis I disorders (%)
Experts 95.0 90.0 69.5
Novices 77.5 92.5 97.1

Mean current patients with Axis II disorders (%)
Experts 25.0 20.0 32.2
Novices 25.0 27.5 17.1

Psychoanalytic–humanistic clinicians (n)
Experts 6 4 3
Novices 7 1 0

Cognitive–behavioral clinicians (n)
Experts 3 6 3
Novices 0 2 8

Other orientation clinicians (n)
Experts 2 4 4
Novices 3 3 1
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symptoms of each disorder and to add, delete, group, or split them as they

saw fit. The on-site experimenter revised the materials for the other

Session 1 tasks according to each participant’s responses on this task.

In the theory-drawing task (Task I in Figure 1), they were given the

names of the five disorders, each on a separate sheet of paper. They were

also given five sets of small paper slips, each bearing the name of one

symptom or characteristic feature of that disorder. The participants’ task

was to arrange the symptoms on each sheet and draw arrows (cause to

effect) between any symptoms they felt were causally connected. Partici-

pants were also told that, to simplify the drawings, they should feel free to

group symptoms and to draw arrows between those groups if they believed

that each symptom in one group causes each symptom in the other group.

They were also asked to assign a causal strength to each arrow on a 5-point

scale. They were encouraged to again add, delete, group, or split symptoms

as they saw fit. Immediately following this task, participants were asked to

rate, on a 9-point scale, how confident they were about their drawings of

causal relations for each disorder in the theory drawing task.

In the conceptual centrality task (Task II in Figure 1), participants were

asked, “How easily can you imagine a patient who has all the symptoms of

[disorder X] except that he or she does not have [symptom Y]?” for each

disorder and symptom of that disorder (Sloman & Ahn, 1999; Sloman et

al., 1998).7

In the second session, participants received two or three hypothetical

case studies for each disorder.8 These case studies concerned patients who

had either three causally central symptoms present, three causally periph-

eral symptoms present, or three isolated symptoms present, according to

that participant’s own ratings in the theory drawing task in the first session.

The hypothetical patients with isolated symptoms were constructed using

symptoms that were not related to any other symptoms. The hypothetical

patients with causally central and those with causally peripheral symptoms

were developed by applying Equation (1) to the ratings obtained in the

theory drawing task.

Specifically, a pairwise dependency matrix for each participant and

disorder was first determined from participants’ responses in the theory-

drawing task. That is, the strengths participants assigned to the causal

arrows constituted the cells of the matrix.9 Model-predicted causal cen-

trality rank orders were set to the initial arbitrary value of 0.5, following the

procedure of Sloman et al. (1998).10 For a more concrete example, consider

the sample causal diagram, drawn by an expert clinician participant, shown

in Figure 2 for anorexia nervosa. Figure 2 also shows the output given by

Equation (1) after three iterations. “Refuses to maintain weight” and “lives

in industrialized society” caused the most symptoms with the greatest

causal strength and also had the highest model output value. Symptoms

such as “absence of the period for 3! months” and “concern about eating

in public” are part of the causal diagram but did not cause any other

symptoms and had the lowest model output values. In this way, rank orders

of causal centrality were determined for the symptoms in each individual’s

theory for each disorder.

On the basis of these rank orders, we initially selected the three highest

and three lowest ranked symptoms for a patient with causally central

symptoms and a patient with causally peripheral symptoms, respectively.

Then, if the number of DSM–IV diagnostic criteria was not equated across

patients, we replaced a symptom in the patient with the next rank-ordered

symptom. In this way, items were balanced within each disorder for the

number of DSM–IV diagnostic criteria they contained. This manipulation

was particularly important because, under these conditions, participants

following DSM–IV guidelines should not see the hypothetical patients as

different from each other from a diagnostic standpoint. Items were also

balanced within each disorder for reference to gender (i.e., if gender had to

be revealed in one patient, all patients for that disorder were said to be of

that gender also).

For each hypothetical patient, participants were explicitly told that no

other symptoms were present in the patient. Next, they were asked “what

is the likelihood, in your opinion, that a patient with the following char-

acteristics has [disorder X]?” Participants made their judgments on a scale

of 0–100 ranging from very unlikely to very likely (Task III in Figure 1).

Participants were next asked to complete a theory-drawing task and a

conceptual centrality task for four everyday categories: robin, apple,

acoustic guitar, and chair, as used in Sloman et al. (1998). If expertise

effects were found in the mental disorder domain, they could be said to

occur because of a general response bias (e.g., older people are more

7 Sloman et al. (1998) determined that people’s theories predict their

conceptual centrality ratings (including this specific ease-of-imagining

rating) but not their base rate estimates (including ratings of cue and

category validities).
8 Only two case studies were used when a participant did not leave any

symptoms isolated in a causal drawing. This occurred 62.8% of the time in

Experiment 1, 57.0% of the time in Experiment 2, and 68.4% of the time

in Experiment 4.
9 It should be noted that a distinction in coding was made between joint

and separate causes. For instance, if X and Y were each said to cause Z

separately, then the relational strength listed was entered for each link. In

contrast, if X and Y were said to cause Z jointly, then the relational strength

listed was divided by the number of “causal” symptoms and the quotient

was entered for each link.
10 The matrix multiplication was performed repetitively until the Spear-

man’s rank correlation of the model-predicted causal centrality ratings and

the conceptual centrality ratings given directly by the participants con-

verged to its terminal stable value as in Sloman et al. (1998).

Figure 2. One participant’s causal drawing of anorexia nervosa in Ex-

periment 1. Dotted circles indicate groupings drawn in the diagram by the

participant. Causal centrality predictions generated by Equation (1) after

three iterations are shown in parentheses for each symptom group. Diag-

nostic criteria, shown in boldfaced boxes, are reprinted with permission

from the Diagnostic and Statistical Manual of Mental Disorders, Fourth

Edition. Copyright 1994 American Psychiatric Association.
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theory-based regardless of domain). To eliminate this possibility, we

included these tasks. No expertise effects were found in either domain (see

Kim, 2002, for more details), however, so the results of this task are further

discussed in this article. This task also served as a filler task to prevent a

ceiling effect in participants’ level of recall.

Next, participants were asked to recall as many symptoms as they could

from the patients in the hypothetical case studies at the beginning of that

day’s session, cued only by the disorder name (Task IV in Figure 1).

Results and Discussion

The primary concerns were whether clinicians represent disor-

ders as theories and whether these theories affect the way they

reason about disorders in a systematic way. The bottom line for the

large number of results presented here is that both experts and

trainees showed the causal status effect in the hypothetical patient

task, recall task, and conceptual centrality task. The sections that

follow report the results roughly in the order of theoretical

importance.

Hypothetical patient diagnosis. The main question was

whether participants were more likely to diagnose hypothetical

patients as having a disorder if those patients had causally central

as opposed to causally peripheral or isolated symptoms, according

to the participant’s theory of the disorder. A 2 (expertise; clinicians

vs. graduate students) " 3 (item type; causally central, causally

peripheral, isolated) analysis of variance (ANOVA) revealed a

main effect for item type, F(2, 38) # 27.5, MSE # 157.90; p $
.01; "2 # .59. Hypothetical patients with causally central symp-

toms were rated as more likely to have the disorder in question

than were patients with causally peripheral symptoms (Ms # 61.0

and 42.0, respectively); t(20) # 4.54; p $ .01; "2 # .51, who, in

turn, were rated as more likely to have the disorder than patients

with isolated symptoms (M # 34.5); t(20) # 3.32; p # .01; "2 #
.36. The results went in the expected direction for all disorders and

comparisons except for the causally peripheral versus isolated

patients in phobia only. No main effect for expertise (p % .1; "2 #
.09) or interaction of Expertise " Item Type ( p % .2; "2 # .07)

was found, indicating that both clinicians and graduate students

showed the causal status effect in the diagnosis task. (See Figure 3.)

Free recall. The question of interest for this task was whether

participants would better recall causally central as opposed to

causally peripheral or isolated symptoms, according to the partic-

ipant’s theory of the disorder, that they saw earlier in the task. A 2

(expertise; clinicians vs. graduate students) " 3 (symptom type;

causally central, causally peripheral, isolated) ANOVA revealed a

main effect for symptom type, F(2, 38) # 4.90, MSE # .04; p #
.01; "2 # .21. Causally central symptoms (M # 67.0% recalled)

were more frequently recalled than both causally peripheral symp-

toms (M # 51.0% recalled); t(20) # 2.88; p $ .01; "2 # .29, and

isolated symptoms (M # 43.6% recalled); t(20) # 2.66; p $ .02.

The difference in recall between causally peripheral and isolated

symptoms, although in the predicted direction, was not significant,

t(20) # .52; p # .6; "2 # .01. No main effect for expertise (p #
.8; "2 # .002) or interaction of Expertise " Symptom Type ( p #
.8; "2 # .01) was found, indicating that both clinicians and

graduate students showed the causal status effect in the free-recall

task. (See Figure 4.)

Conceptual centrality. Equation (1) was again used to test the

hypothesis that the causal centrality of a symptom predicts its

conceptual centrality (i.e., ease-of-imagining responses). Because

the conceptual centrality questions were in the negated form of

“how easily can you imagine a person with [disorder X] who does

not have the symptom of [Y]?” these scores were each subtracted

from 100. Thus, the higher the number is, the more conceptually

central the symptom is to the disorder.

The analyses in this section deal with the diagnostic criteria

symptom data only, because it is these that the DSM–IV treats as

nondifferentially weighted in diagnosis (with the exception of

depressed mood and anhedonia for major depressive episode).

Spearman’s rank-order correlations were run between the reported

and model-predicted (see Method section for a description of how

these predictions were obtained) conceptual centralities for each

disorder. For instance, the rank orders generated from the model

output shown in Figure 2 were correlated with the rank orders

obtained from the conceptual centrality task for those symptoms.

Because participants had been allowed to define the disorders for

themselves in the initial disorder defining task, the analyses were

run for each individual participant.

The overwhelming majority of participants showed positive

correlations across disorders (17 of 20; 9 of the 11 clinicians and 9

of the 10 graduate students). The median individual overall cor-

relation coefficients for clinical psychologists and graduate stu-

dents were .41 (range: &.12–.50) and .27 (range: 0–.62), respec-
tively.11 Because only DSM–IV diagnostic criteria were used in

this analysis, a DSM based model would predict correlation coef-

ficients of 0. A one-sample t test of the Fisher-converted overall rs
scores revealed that the average correlation coefficient differed

from 0, t(20)# 6.62; p $ .01; "2 # .67. Even after dropping major

depressive episode from the analyses, because two of the symp-

toms are given different weight in diagnosis by the DSM–IV (APA,

1994) than the others, we found that this result holds up,

t(20) # 4.27; p $ .001; "2 # .48.

11 As in Sloman et al.’s (1998) original study, overall correlation coef-

ficients across disorders were calculated by taking Fisher’s z-trans-

formation of each correlation, averaging across the z-transform scores, and

converting the mean score back to units of correlation. Because this is a

composite r based on different numbers of pairs of scores, no p value can

be reported.

Figure 3. Clinical psychologists’ and clinical psychology graduate stu-

dents’ likelihood ratings of mental disorder category membership for

hypothetical patients in Experiment 1. Error bars indicate standard errors.
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Broken down by expertise, both clinical psychologists,

t(10) # 4.87; p $ .01; "2 # .69, and graduate students,

t(9) # 4.26; p $ .01; "2 # .64, showed significant differences.

Broken down by disorder, a majority of participants showed the

causal status effect for anorexia nervosa (14 of 19), major depres-

sive episode (14 of 16), and specific phobia (13 of 16).12 Only a

minority showed the effect for antisocial personality disorder (9 of

20) and schizophrenia (5 of 12). This may have been due to lack

of power or to too much error variance caused by running analyses

on individual participants’ data. As is shown in Experiment 2,

when common symptom lists are used and analyses can be aver-

aged across participants, these item differences disappear.

Familiarity analyses. The goal of the analyses in this section

was to determine whether the degree of causal status effect exhib-

ited by the participants changed as a function of how familiar they

were with each particular disorder. Three measures of familiarity

(i.e., confidence ratings for the causal diagrams drawn, familiarity

with each of the disorders, and number of patients seen in the last

year) were normalized and then averaged together for a composite

familiarity score for each individual participant per disorder.13

These composite scores were used to select the two most familiar

and two least familiar disorders for each participant. Data were

collapsed so that there was a single data set for high familiarity and

another for low familiarity. To summarize the results first, famil-

iarity marginally influenced the ease-of-imagining task and did not

influence the results from the hypothetical patients and the recall

tasks. The detailed results of each are described in the following

paragraphs. (See also Kim, 2002, for descriptive statistics on

familiarity ratings.)

For the ease-of-imagining familiarity analysis, a 2 (expertise;

clinicians vs. graduate students) " 2 (familiarity; high vs. low)

ANOVA was carried out on the correlation coefficients mapping

the correlation between ease-of-imagining judgments and causal

centrality. The critical main effect of familiarity was marginally

significant, such that the causal status effect occurred somewhat

more strongly for high-familiarity disorders than for low-

familiarity disorders (rs # .45 and rs # .25, respectively); F(1,

18) # 3.43, MSE # 0.12; p # .08; "2 # .16. There was no

Expertise " Familiarity interaction (p % .5; "2 # .02).

In the hypothetical patients familiarity analysis, a 2 (expertise;

clinicians vs. graduate students) " 2 (familiarity; high vs.

low) " 3 (item type; causally central vs. causally peripheral vs.

isolated) ANOVA was conducted on the disorder membership

likelihood ratings. The critical interaction of Familiarity " Item

type was not significant (p % .5; "2 # .11). There was a signif-

icant interaction of Expertise " Familiarity, F(1, 19) # 6.39,

MSE # 388.76; p # .02; "2 # .25. Specifically, clinicians gave

higher likelihood ratings of disorder membership than graduate

students did to patients with high-familiarity disorders (Ms # 53.3

and 30.4, respectively); t(19) # 3.40; p $ .01; "2 # .38. With

low-familiarity disorders, on the other hand, there was no differ-

ence between the two expertise groups (Ms # 46.8 and 41.7,

respectively); t(19) # 0.69; p # .5; "2 $ .03. There were no other

effects or interactions concerning familiarity (all ps% .1; all "2s$
.1).

Finally, in the recall task familiarity analysis, a 2 (expertise;

clinicians vs. graduate students) " 2 (familiarity; high vs.

low) " 3 (item type; causally central, causally peripheral, and

isolated) ANOVA was conducted on the recall frequency data. The

critical interaction of Familiarity " Item type was not significant

(p % .1; "2 # .006). There was a marginally significant interaction

of Expertise" Familiarity, F(1, 19)# 3.62,MSE # 0.03; p # .07;

"2 # .16. Mean percentages of symptoms recalled by clinicians

were 56.2% for low-familiarity and 48.6% for high-familiarity

disorders, and mean percentages of symptoms recalled by graduate

students were 51.1% for low-familiarity and 55.3% for high-

familiarity disorders (no contrasts were significant; all ps % .1; all

"2s $ .2). There were no other effects or interactions concerning

familiarity (all ps % .4; all "2s $ .05).

Disorder representation. The causal relations that participants

drew were quite complex overall. As an indicator of the complex-

ity of participants’ theories, the number of causal links for each

disorder and participant was counted. Participants often grouped

symptoms and drew arrows between those groups, and these cases

were coded such that each symptom in one group causes all of the

symptoms in the other group. On average, 47.4 links were drawn

for a single disorder (range: 0–344). There were no noticeable

expertise effects (see Kim, 2002, for more detailed analyses).

Summary. Both clinicians and graduate students clearly

showed a causal status effect for mental disorders in the hypothet-

ical patients task, recall task, and ease-of-imagining task. The

predicted effect for isolated symptoms was found in the hypothet-

ical patients task, and although the effect was not significant in the

recall task, it was in the expected direction. Familiarity was not

found to be a strong moderator for the causal status effect in

general. Finally, both experts’ and trainees’ theories were found to

be quite complex.

12 For individual disorders, a correlation coefficient could not be calcu-

lated in cases where either the participant elected not to draw a causal

diagram, drew the diagram such that all diagnostic criteria symptoms were

given the same causal centrality, or gave all diagnostic criteria symptoms

the same conceptual centrality rating.
13 Confidence and familiarity (a composite of familiarity ratings and the

number of patients seen) were highly correlated in all three experiments:

Experiment 1, r(21) # .47; p # .03; Experiment 2, r(20) # .67; p $ .01;

Experiment 4, r(19) # .75; p $ .01. Thus, we felt reasonably comfortable

collapsing the three types of ratings into a composite to represent overall

familiarity.

Figure 4. Percentages of symptoms correctly recalled from hypothetical

patients seen prior to a time delay in Experiment 1. Error bars indicate

standard errors.
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Experiment 2: Converging Evidence for the Use of

Causal Centrality in Clinical Reasoning

In this experiment, we expanded the generality of our findings

using modified procedures. The theory-drawing task was changed

to measure participants’ theories about all symptom–symptom

relations, not restricting the measure to causal relations alone. In

Experiment 1, we asked participants to draw an arrow if they

believed a symptom causes another symptom. However, relations

such as “allow,” “determine,” “increase,” or “lead to” appear to

imply causality as well (Ahn et al., 2002), even though the word

cause is not explicitly used in these cases. We would expect to find

a causal status effect using these relations as well, but the instruc-

tions used in Experiment 1 may not have captured all these

relations. In addition, causal, explanatory relations are only a small

subset of the many possible types of relations, and a number of

other noncausal relations, such as “precedes,” “is an example of,”

or “is a cure for,” might also be relevant to clinical theories of

mental disorders. By allowing participants to draw all kinds of

relations, we could measure how prevalent causal relations (or

relations implying causality) were in clinicians’ theories.

There were also several other notable modifications. The

disorder-defining task was dropped and participants were provided

with a list of standard symptoms defined by the participants in

Experiment 1. This change was made to eliminate the possibility

that expertise effects were not detected because all the participants

were using different symptom lists. Standardized symptom lists

allowed for direct comparisons between experts and trainees.

Moreover, such lists allowed us to run consensus analyses deter-

mining the degree to which participants agreed on the relations

they drew among the symptoms. In this way, we could test the

DSM–IV’s assumption that clinicians’ theories are very diverse.

The measures taken in the conceptual centrality, hypothetical

patient, and memory tasks of Experiment 1 were also modified to

broaden the scope of the findings (see Figure 1 for a summary). In

the conceptual centrality task, the ease-of-imagining question was

changed to a diagnostic importance question. In the hypothetical

patients task, the diagnosis-likelihood question was changed to a

typicality rating question as in Cantor et al.’s (1980) study. Finally,

instead of a recall task, a symptom recognition task was

implemented.

Method

Participants. Participants were another group of 14 experienced clini-

cians in private practice in the Nashville, Tennessee area and 6 clinical

psychology interns at Vanderbilt or Yale University.14

Descriptive statistics were compiled from participants’ responses to the

therapist history questionnaire, identical to the one used in Experiment 1

(see Table 1). Thirteen clinicians held doctorates of philosophy in clinical

psychology, and 1 clinician held a doctorate of education. All 14 experts

were licensed psychologists. The interns included 5 current clinical psy-

chology interns and 1 fourth-year graduate student about to begin an

internship.

Materials and procedure. Predefined symptom lists for the same five

disorders in Experiment 1 were compiled by dropping a symptom from the

list if it was dropped by over 50% of the experts and over 50% of the

trainee participants in Experiment 1. These predefined lists were used for

all tasks and participants in Experiment 2.

Participants each engaged in two sessions, spaced 10–14 days apart, to

complete eight tasks. In the first session, they completed the following:

disorder familiarity ratings, a theory-drawing task and a diagnostic impor-

tance task. In the second session, they completed a hypothetical patient

task, the study phase of a recognition task for everyday words, an everyday

categories theory-drawing task, an everyday categories category impor-

tance task, the recognition phase of the recognition task for everyday

words, and a symptom recognition task. The total time to complete both

sessions ranged from approximately 2 to 4 hr. The counterbalancing and

randomization procedures were the same as in Experiment 1.

The theory-drawing task was the same as in Experiment 1, except that

participants were asked to draw any kind of relations between symptoms

they saw fit. Participants were asked to consider using, but not to limit

themselves to, the following relations: “is a subset of,” “is an example of,”

“precedes,” “co-occurs with,” “is a precondition for,” “causes,” “jointly

cause,” “affects,” “determines the extent of,” “increases,” “decreases,” “is

a catalyst for,” “is used as a defense against,” or “is a cure for.” An analysis

was conducted to determine the proportion of causal versus noncausal

relations in participants’ drawings. The distinction between causal and

noncausal links was made according to data reported in Ahn et al. (2002).

In that study, participants were asked to rate different types of links as to

“the extent to which the term implies that there is a (positive or negative)

causal link underlying the two items” (p. 113). In the current analysis,

noncausal links were defined as those links with a mean rating lower than

the midpoint rating in that study (i.e., “allows,” “can support,” “discour-

ages,” “enhances,” “helps,” “is a subset of,” “is an example of,” “mini-

mizes,” “precedes,” “raises chances of,” “uses”). Causal links were defined

as those links with a mean rating higher than the midpoint rating (i.e.,

“affects,” “causes,” “decreases,” “determines,” “enables,” “increases,” “is

a result of,” “is dependent on,” “is a precondition of,” “leads to,” “re-

quires”). On the basis of this classification, we found that a surpris-

ing 97.3% of links drawn in the current study were actually causal or

implied causal links. Therefore, instead of introducing a new term (i.e.,

relational centrality), we continue to use the term causal centrality in

referring to the centrality of a feature in participants’ theories. Most of our

manipulations in the current study were based on all directional links the

participants drew, but again, the vast majority of these links were causal.

We also report additional analyses conducted only on relations classified as

causal, demonstrating that the results are truly due to causal relations.

In addition to the instructions to draw any kinds of relations, there were

other minor changes in the theory-drawing task compared with the instruc-

tions in Experiment 1. Because the task had become more complicated with

the addition of different types of possible relations, we reduced the com-

plexity of the strength-rating portion of the task by changing the 5-point

scale to a 3-point scale (1 # weak, 2 # moderate, 3 # strong). Immedi-

ately after the participants had drawn their theories for the disorders, they

were asked to go back and explain all the links. With the prior consent of

the participants, the experimenter videotaped each diagram and the partic-

ipant’s hand pointing to the symptoms and links during these explanations.

These videotapes were later used to assist in coding the data when anything

about the drawings alone seemed unclear.

During the first session, the diagnostic importance of each symptom to

the disorder was also measured. For each symptom, participants answered

the question, “how important is the symptom of [Y] in diagnosing a person

with [disorder X]?” with a rating on a scale of 0–100 (0 # very unimpor-

tant; 100 # very important).

For the hypothetical patient task, participants received hypothetical

patient descriptions consisting of a set of either three causally central

symptoms, three causally peripheral symptoms, or (if there were enough

14 More interns could not be recruited because that population in general

has a heavy workload, and few interns could spare the time to participate.

The lack of power, however, is not problematic because we collapsed the

data across all three major experiments later to address the possibility of

expertise effects. This analysis is reported in Experiment 4.
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isolated symptoms) three isolated symptoms, as in Experiment 1. Causal

centralities were determined according to Equation (1) as in Experiment 1;

however, these calculations were carried out by collapsing the data across

all types of relations, treating them as a single measure of relational

dependency as in Sloman et al. (1998).15 Again, the number of diagnostic

criteria symptoms was equated between patients so that diagnoses based

strictly on the DSM–IV would not differentiate them. Following Cantor et

al. (1980), for each patient, participants were asked, “how well, in your

opinion, does a patient with the following characteristics fit in the diag-

nostic category of [X]?” on a scale of 0–100 (0 # very poorly, 100 # very

well).

Several filler tasks followed. Participants studied word lists and took a

yes–no recognition test of their memory for those words. They also

completed the everyday categories theory-drawing task and everyday cat-

egories category importance task, as in Experiment 1; however, the mod-

ifications made to the mental disorder theory-drawing task and the category

importance task in Experiment 2 were also made to these tasks. Once

again, the dual role of these tasks was to prevent a ceiling effect in the

subsequent symptom recognition task and to demonstrate that any potential

expertise effects in the mental disorders domain did not indicate a domain-

general expertise effect. No such expertise effects were found in these

tasks, so the results will not be discussed in this article. (See Kim, 2002, for

the results.)

Finally, participants received a recognition task for mental disorder

symptoms in which they were asked to classify symptoms on a list as old

or new on the basis of whether they had seen them earlier in the hypo-

thetical patients task. The list included 30 relationally central and 30

relationally peripheral or isolated symptoms constructed individually ac-

cording to each participant’s theories. Causally peripheral symptoms and

isolated symptoms had to be combined into one group because there were

not enough symptoms in total to build a new set of each type of symptom

alone. Of the symptoms in each group (central vs. peripheral or isolated),

half were old and half new. As in the hypothetical patients task, the number

of diagnostic criteria symptoms was balanced between all the different

groups. The rest of the procedure for the recognition task was the same as

in Roediger and McDermott (1995). The time lag between the hypothetical

patients task and the symptom recognition task was a mean of 62.9 min

(range: 50–120 min).

Results and Discussion

In this experiment, the primary goal was to replicate the causal

status effect using different measures of theories, conceptual cen-

trality, and memory. To summarize the large number of results in

this section, we found that both experts and trainees showed a

causal status effect in the hypothetical patient task, recognition

task, and diagnostic importance task, and that there was a statis-

tically significant degree of agreement on the theories. The results

that follow are reported in approximate order of importance.

Hypothetical patients. A 2 (expertise; clinicians vs. in-

terns) " 3 (item type; causally central, causally peripheral, or

isolated) ANOVA revealed a main effect of item type, F(2,

36)# 15.66,MSE # 172.84; p $ .01; "2 # .47. Contrasts showed

that patients with causally central symptoms (M # 72.7) were

judged as more typical of the disorder than patients with causally

peripheral symptoms (M # 58.4); t(19) # 4.3, p $ .01; "2 # .50,

who in turn were judged as more typical than patients with isolated

symptoms (M # 47.2); t(19) # 2.7, p $ .02; "2 # .27. The results

were in the expected direction for all disorders and comparisons

except for the causally peripheral versus isolated patients in

schizophrenia only. Neither a significant main effect of expertise

(p % .9; "2 $ .001) nor an interaction of Expertise " Item Type

(p # .9; "2 $ .01) was found. (See Figure 5.)

Recognition: Mental disorder symptoms. The hit rates, or the

percentage of old symptoms correctly identified as old, did not

differ between item types (Ms # 85.4% and 89.3% for causally

central and for causally peripheral or isolated symptoms, respec-

tively), probably because of a ceiling effect. A 2 (expertise) " 2

(item type; causally central, causally peripheral or isolated)

ANOVA revealed that neither of the main effects were significant,

nor was the interaction (all ps % .1; all "2s $ .1). In contrast, as

shown in Figure 6, participants were much more likely to falsely

recognize new, causally central symptoms as symptoms that they

had seen before (23.3%) than new, causally peripheral or isolated

symptoms, 13.2%; F(1, 18) # 4.74, MSE # 0.01; p # .04; "2 #
.21. Neither the main effect of expertise (p # .9; "2 # .001) nor

the interaction of Expertise " Item type ( p % .1; "2 # .12) was

significant. Additional analyses confirmed that participants

showed greater sensitivity to causally peripheral or isolated symp-

toms (d' # 2.62) than to causally central symptoms, d' # 2.04;

F(1, 18) # 7.33, MSE # 0.33; p # .01; "2 # .29. Thus, partici-

pants were less able to distinguish between presented and nonpre-

sented causally central symptoms. Just as false memory might be

an issue for patients with psychological disorders or problems

(Loftus & Ketcham, 1994), therapists may be biased to falsely

remember having seen symptoms in their patients that are central

to their personal theories about the disorder. Such findings are in

accord with research showing that people often rely on their

background knowledge to recall the source of a memory (e.g.,

Mather, Johnson, & DeLeonardis, 1999; see also Johnson, Hash-

troudi, & Lindsay, 1993, for a general theoretical discussion of

false memory) and with previous findings showing an effect of

schema on false recognition (Bower, Black, & Turner, 1979).

Theory agreement. Kendall’s coefficients of concordance

were calculated to determine how much participants’ rank-ordered

lists of causal centrality (and, thereby, theories as operationalized

in the current study) agreed with each other. Kendall’sWs were all

significant, ranging from .23 to .38 across the five disorders (all

ps $ .0001). Thus, although the values of the Ws themselves were

not particularly high, there was at least a significant level of

agreement among these clinicians as to how the symptoms of the

disorders interact with each other. This significant concordance of

theories occurred regardless of the diversity of the participants’

theoretical orientations, as reported in Table 1. Because of this

statistically significant consistency in theories between partici-

pants, we were able to construct an average dependency structure

15 Links in the form of “X causes Y,” “X precedes Y,” “X is a precon-

dition for Y,” “X affects Y,” “X determines the extent of Y,” “X increases

Y,” “X decreases Y,” “X is a catalyst for Y,” and “X is a cure for Y” were

coded in a straightforward manner (i.e., as X 3 Y). Links in the form of

“X is a subset of Y” and “X is an example of Y,” in contrast, were reversed

(i.e., as Y3 X). Links marked “X co-occurs with Y” were ignored in these

analyses because we interpreted these as atheoretical relations rather than

explanatory relations. Ambiguous links, which included “X is used as a

defense against Y” and any links not preconsidered by the authors, were

decided on a case-by-case basis according to the independent votes of the

three coders. Between each participant’s first and second sessions, the data

were coded by one trained coder and rechecked twice independently by the

two authors. All other coding procedures adhered exactly to those used in

Experiment 1.
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for each disorder that was used to run diagnostic importance

analyses collapsed over participants, as seen in the next section.

Figures 7, 8, 9, 10, and 11 show average diagrams for each of

the five disorders, with the averaged strengths for directional links

between symptoms. (The absence of a link between two features

was coded as 0.) For clarity of visual presentation, most strengths

lower than 1.0 were omitted from the figures, but all strengths

were included in the statistical analyses. The names of the symp-

toms are abbreviated because of space limitations (full names of

the diagnostic criteria can be found in Table 2).

Diagnostic importance. Table 2 presents the mean diagnostic

importance ratings of the diagnostic criteria for all five disorders.

The main question in this section was whether causal centrality

predicts diagnostic importance. For instance, participants on aver-

age believed that in anorexia nervosa (Figure 7) “disturbed expe-

rience of body shape or denial of the problem” causes many

symptoms, including the fear of being fat and excessive exercise

and dieting. Note that this symptom is also diagnostically impor-

tant (92.1) as shown in Table 2. On the other hand, “absence of the

period (in women) for 3! menstrual cycles,” another diagnostic

criterion for anorexia nervosa, was rarely judged to cause any other

symptoms of that disorder, as is shown in Figure 7, and is also less

diagnostically important (74.4) as shown in Table 2. These symp-

toms are two of the four diagnostic criteria symptoms for anorexia

nervosa that the DSM–IV lists as necessary to a diagnosis of the

disorder. This implies that our participants are deviating from the

DSM–IV’s prescribed model of giving the diagnostic criteria equal

weight in diagnosis and that diagnostic importance may instead be

a function of causal centrality. The more formal analyses are

detailed later in the article.

Again, the analyses in this section deal with only the diagnostic

criteria data because of their implications for the DSM–IV. This

time, because all participants were using the same symptom lists,

analyses averaged across participants were entered into Equation

(1) to obtain averaged causal rank orderings of the symptoms.

These ranks (shown under “Centrality” in Table 2) were correlated

with the ranks derived from the averaged diagnostic importance

ratings for each disorder (shown under “Importance” in Table 2)

using Spearman’s rank-order correlation analyses. Collapsed over

disorders, analyses showed there was a high positive correlation

(rs # .85, over all participants; rs # .80, clinical psychologists

alone; rs # .66, interns alone)16. Broken down by disorder, anal-

yses showed all correlations were positive (anorexia nervosa, rs [4]

# 1.00, p $.01; antisocial personality disorder, rs [9] # .70, p #
.04; major depressive episode, rs [9]# .43, p# .2; specific phobia,

rs [5] # .70, p # .19; and schizophrenia, rs [5] # .90, p $ .04).

Thus, causal centrality is predictive of participants’ diagnostic

importance ratings for both clinicians and interns.

16 As in Sloman et al. (1998), we obtained average correlations across

disorders by taking the mean of the Fisher’s z-transformation of each

disorder’s r value and converting that mean back to units of correlation.

Thus, sample sizes and p values cannot be reported for any correlation

coefficients collapsed across disorders.

Figure 5. Clinical psychologists’ and clinical psychology interns’ typi-

cality ratings for hypothetical patients in Experiment 2. Error bars indicate

standard errors.

Figure 6. False alarms for the symptom recognition task in Experiment 2.

Error bars indicate standard errors.

Figure 7. A composite of all participants’ drawings of anorexia nervosa

in Experiment 2. The dotted box encloses symptoms with identical causal

links. Causal centrality predictions generated by Equation (1) after three

iterations are shown in parentheses for each symptom group. Diagnostic

criteria, shown in boldfaced boxes, are reprinted with permission from the

Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition.

Copyright 1994 American Psychiatric Association.
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We also examined data from only those participants who per-

formed the diagnostic importance task followed by the theory-

drawing task to rule out the possibility that priming of theories

because of task ordering was responsible for driving the effect.

Collapsed over disorders, data from this subgroup still showed a

clearly positive correlation overall (rs # .49). Compared with the

correlation coefficient for data only from participants who com-

pleted the theory-drawing task first (rs # .77), there was no

significant difference between the two, t(4) # 1.04; p # .4; "2 #
.21 (at the # # .05 level, observed power # .13).

The diagnostic importance analyses were rerun on only the

causal or implied causal links to ensure that eliminating noncausal

relations would not eliminate the causal status effect. Collapsed

over disorders, analyses showed the averaged diagnostic impor-

tance ratings were not notably different from the previous analyses

including noncausal directional links (rs # .79, over all partici-

pants; rs # .84, clinical psychologists alone; rs # .62, interns

alone).

Familiarity analyses. The goal of the analyses in this section

was to determine whether the degree of causal status effect exhib-

ited by the participants changed as a function of how familiar they

were with each particular disorder. Familiarity analyses were run

as in Experiment 1. Familiarity marginally influenced only the hits

in the recognition task, such that hit rates were higher for symp-

toms of low-familiarity disorders than for high-familiarity disor-

ders (88.8% and 83.8%, respectively); F(1, 18) # 3.54, MSE #
0.04; p $ .08; "2 # .2. However, familiarity did not influence the

false alarms in the same task ( p % .1; "2 # .1), the results from the

hypothetical patients task ( p % .9; "2 # .002), or the results from

the diagnostic importance task ( p % .7; "2 # .008). (See Kim,

2002, for detailed results.)

Theory representation. All participants had theories about

most or all of the disorders. Twelve of the 14 experts and all 6

novices opted to draw theories for all five disorders, and the

other 2 experts drew theories for four of the five disorders. Par-

ticipants’ theories were quite complex, with an average of 81.1

links per disorder (range: 0–361; see Kim, 2002, for more detailed

analyses).

Summary. Experiment 2 again showed evidence for a causal

status effect for reasoning about mental disorders in both clinical

psychologists and interns. Participants showed the causal status

effect and the predicted effect for isolated versus causal symptoms

when rating the typicality of hypothetical patients. They also

showed a bias to falsely recognize more symptoms causally central

to their theory of the disorder than symptoms causally peripheral

or isolated to their theory. Finally, the diagnostic importance task

Figure 8. A composite of all participants’ drawings of antisocial person-

ality disorder (PD) in Experiment 2. Diagnostic criteria, shown in bold-

faced boxes, are reprinted with permission from the Diagnostic and Sta-

tistical Manual of Mental Disorders, Fourth Edition. Copyright 1994

American Psychiatric Association.

Figure 9. A composite of all participants’ drawings of depression in

Experiment 2. Diagnostic criteria, shown in boldfaced boxes, are re-

printed with permission from the Diagnostic and Statistical Manual of

Mental Disorders, Fourth Edition. Copyright 1994 American Psychiatric

Association.
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showed a causal status effect for clinicians and interns. Participants

showed statistically significant agreement on their theories about

these five highly familiar disorders, despite their diversity in

theoretical orientation. Most of the links drawn by participants

were causal or implied causal links, suggesting that the effects

found were driven specifically by a causal status effect. All par-

ticipants had theories for all or most of the disorders, and these

theories were quite complex. As in Experiment 1, familiarity with

the disorders was not found to be a strong moderator for the causal

status effect.

Experiment 3: Between-Group Consensus

on Symptom Centrality

One particularly interesting finding in Experiment 2 was that

participants’ theories agreed with each other to a significant degree

despite participants’ diverse theoretical backgrounds. Experi-

ment 3 explored the question of whether the causal status of

symptoms in expert and novice theories also match up with how

naive lay people assign weights to symptoms. A naive theory of

psychology is thought to be present in young children (Carey,

1985) as well as in adults (e.g., Furnham, 1995; Matschinger &

Angermeyer, 1996). It is possible that even longtime clinicians

may find it difficult to adopt theories of behavioral phenomena that

run strongly counter to the background knowledge of the culture at

large. Alternatively (or simultaneously), experts’ theories on men-

tal disorders may become disseminated throughout lay culture by

means of media or education. Indeed, for major depressive epi-

sode, the theories of lay people from our earlier work (Kim & Ahn,

2002) were highly consistent with those of the clinicians and

clinical trainees in Experiment 2. The mean rank orders of diag-

nostic criteria symptoms for major depressive episode obtained in

the lay people were highly correlated with those obtained from the

clinicians and clinical trainees in Experiment 2 (rs # .93, p $ .01).

Experiment 3 investigated whether the theories reported by our

clinician and intern participants in Experiment 2 predict naive lay

people’s assignment of symptom weights.

Figure 10. A composite of all participants’ drawings of specific phobia in

Experiment 2. Diagnostic criteria, shown in boldfaced boxes, are re-

printed with permission from the Diagnostic and Statistical Manual of

Mental Disorders, Fourth Edition. Copyright 1994 American Psychiatric

Association.

Figure 11. A composite of all participants’ drawings of schizophrenia in Experiment 2. Diagnostic criteria,

shown in boldfaced boxes, are reprinted with permission from the Diagnostic and Statistical Manual of Mental

Disorders, Fourth Edition. Copyright 1994 American Psychiatric Association.
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Method

Participants. For the purposes of this experiment, lay people were

defined as any individuals without formal training in clinical psychology.

Twenty-three undergraduate students attending either Vanderbilt Univer-

sity or Yale University, who met this criterion, completed the task for

payment at the standard rate of $7 per hour.

Materials and procedure. Ten hypothetical patients were developed

from the averaged theories of the clinical participants in Experiment 2. One

causally central patient and 1 causally peripheral patient were created for

each of the five disorders, in the same manner described in Experiment 2.

No isolated patients could be created from the averaged theories because

no symptoms were left isolated by all of the Experiment 2 participants.

As in Experiment 2, participants were presented with these patients and

asked to rate how typical they were of the disorder. For each patient,

participants answered the typicality rating question, “how well, in your

opinion, does a patient with the following characteristics fit in the diag-

nostic category of [X]?” on a scale of 0–100 (0 # very poorly, 100 # very

well). Patients were presented to participants in one of two counterbalanced

orders.

Results and Discussion

A 2 (item type; causally central, causally peripheral) " 5 (dis-

order; the five disorders) ANOVA showed that undergraduates

judged causally central patients (M # 75.3) to be much more

typical of each disorder than causally peripheral patients

(M # 29.3); F(1, 22)# 154.65,MSE # 787.36; p $ .01; "2 # .88.

The results went in the expected direction for all five disorders;

moreover, the interaction was not significant (p % .1; "2 $ .08),

suggesting that the causal status effect occurred to a comparable

extent for all five disorders. Because the undergraduates in this

study were never shown the clinicians’ theories, they were osten-

sibly drawing upon their commonsense knowledge to determine

how the symptoms should be weighted. Thus, even untrained

undergraduates weight causally central symptoms according to the

averaged theories of clinicians in Experiment 2. This implies that

some broadly held cultural knowledge about disorders seems to be

synchronous with the knowledge demonstrated by the experts in

our studies, regardless of their specific theoretical orientation.

Experiment 4: The Personality Disorders

Experiments 1 and 2 found evidence for theory-based reasoning

in well-known disorders about which experts, trainees, and lay

people shared relatively similar theories or causal structures.

Would these results generalize to situations in which the consensus

in theories is low? In Experiment 4 we first attempted to locate a

disorder for which there is extremely low consensus in theories

and examined whether theory-based reasoning occurs even under

these conditions. We chose personality disorders because clini-

cians’ diagnoses of them are notoriously unreliable (e.g., Hyler,

Williams, & Spitzer, 1982; Spitzer, Forman, & Nee, 1979); there

might, therefore, be a greater chance of finding a low-consensus

disorder among them.

The second goal of Experiment 4 was to more systematically

examine the possibility that familiarity with the disorder might

moderate theory-based reasoning. The disorders for Experiments 1

and 2 were deliberately selected to be highly familiar even to lay

people. Thus, it seems likely that any effects of familiarity—as

well as potential expertise effects—may have been obscured be-

Table 2

Participants’ Mean Diagnostic Importance Ratings and Causal

Centrality Rank Orders as Calculated by Equation (1) for the

DSM–IV Diagnostic Criteria in Experiment 2

Disorder and symptom Centrality Importance

Anorexia nervosa
Refusal to maintain body weight at or
above minimal levels 1 92.8

Fear of being fat even when underweight 3 91.4
Disturbed experience of body shape or
denial of the problem 2 92.1

Absence of the period (in women) for 3!
menstrual cycles 4 74.4

Antisocial personality disorder
Failure to conform to social norms with
respect to lawful behaviors 3 89.3

Deceitfulness 1 89.8
Impulsivity or failure to plan ahead 5 56.3
Irritability or aggressiveness 7 73.5
Reckless disregard for safety of self or
others 6 82.4

Consistent irresponsibility 8 82.0
Lack of remorse 4 91.5
Individual is at least age 18 years 9 61.1
Symptoms of conduct disorder occurred
prior to age 15 2 82.8

Major depressive episode
Depressed mood 1 93.0
Lack of pleasure in daily activities 3 86.7
Decrease or increase in weight 9 65.3
Sleep disturbances 4 86.8
Restlessness or unusual slowness 6 77.8
Fatigue or loss of energy 7 85.0
Feelings of worthlessness/excessive guilt 2 84.6
Indecisiveness or difficulty in concentrating 5 85.8
Recurrent thoughts of death/suicide or
suicide plan/suicide attempt 8 90.3

Specific phobia
Marked and persistent fear that is excessive
or unreasonable, cued by the presence or
anticipation of a specific object/situation 1 96.3

Exposure to the phobic stimulus provokes
an immediate anxiety response 2 87.3

Person recognizes that the fear is excessive
or unreasonable 5 75.5

The phobic situation is avoided/endured
with intense anxiety 3 93.2

Marked distress about having the phobia,
or interferes significantly with life
functioning 4 88.8

Schizophrenia
Delusions 2 91.7
Hallucinations 1 89.4
Disorganized speech 5 82.0
Grossly disorganized or catatonic behavior 3 87.2
Negative symptoms (i.e., affective
flattening, alogia, or avolition) 4 82.7

Note. Higher numbers correspond to greater diagnostic importance. Rank
orders shown for causal centrality were assigned within the diagnostic
criteria for each disorder, although the centralities themselves were calcu-
lated using ci,t!1 # ¥j dij cj,t (Equation [1]) based on directional relations
with all symptoms (diagnostic criteria plus characteristic symptoms).
Symptom descriptions are reprinted with permission from the Diagnostic
and Statistical Manual of Mental Disorders, Fourth Edition (DSM–IV).
Copyright 1994 all American Psychiatric Association.
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cause those disorders varied very little with respect to familiarity

levels. Thus, in Experiment 4 we attempted to ensure, by means of

informal pretesting, that both familiar and unfamiliar personality

disorders were included. It was assumed that this would give more

room for observing the possibility of familiarity as a moderator.

Once again, because of the low reliability issue, personality dis-

orders seemed particularly likely to include at least one or two

unfamiliar disorders that would increase the range of the stimuli.

Experiment 4 investigated these issues by using procedures

from Experiments 1 and 2. That is, we first measured the level of

agreement between clinicians’ theories of personality disorders

and then confirmed that the causal status effect holds for these

Axis II disorders.

Method

Participants. Participants were another group of 10 experienced clini-

cians (8 in the Nashville, TN area and 2 in the New Haven, CT area) and 9

clinical psychology graduate students at Yale University. Nine experts held

doctorates of philosophy in clinical psychology, and 1 expert held a

doctorate of psychology. All 10 experts were licensed psychologists. The

graduate students included 4 first-years, 2 second-years, 2 third-years,

and 1 clinical psychology intern. See Table 1 for additional demographic

information.

Materials and procedure. The personality disorders used as stimuli in

this experiment were avoidant and schizotypal personality (lower famil-

iarity) and borderline and obsessive–compulsive personality (higher famil-

iarity). These were selected on the basis of the familiarity ratings of 3

clinical psychology professors to ensure that a wide range of familiarity

levels would be covered in this experiment. (See Appendix B for a detailed

description of the disorder selection process.)

As in the previous experiments, the symptoms used included both the

DSM–IV diagnostic criteria and characteristic symptoms from the manual

that were not included in its criteria. These symptom lists were compiled

by one of two experimenters and triple-checked against the DSM–IV by the

other experimenter and an independent rater. All participants used the same

symptom lists throughout the experiment so that we could examine

between-participant consensus in theories afterwards, and select disorders

with low consensus.

Participants each engaged in two sessions, spaced 10–14 days apart, to

complete seven tasks. In the first session, they completed the following:

disorder familiarity ratings, a theory-drawing task, and a conceptual im-

portance task. In the second session, they completed the following: a

hypothetical patient task, an everyday categories theory-drawing task, an

everyday categories conceptual importance task, and a free-recall task. The

total time to complete both sessions ranged from approximately 2 to 4 hr.

Randomization and counterbalancing procedures were the same as in

Experiments 1 and 2.

All tasks were similar to those completed in Experiment 2, except for the

final memory task, which was similar to that completed in Experiment 1.

(See Figure 1 for a summary of differences between these experiments.)

There were only a few deviations. First, the set of personality disorders

described at the beginning of this section was used. Second, in the hypo-

thetical patients task, filler items based on the averaged structure of

antisocial personality from Experiment 2 were included in all participants’

patients. This was done to raise the cognitive load of the task so that

performance on the subsequent recall task could be fairly compared with

performance on its counterpart in Experiment 1. Finally, the diagnostic

importance task from Experiment 2 was changed to a conceptual impor-

tance task to obtain one more converging measure. In the conceptual

importance task, participants answered the question “How important is the

symptom of [Y] to your concept of [disorder X]?” on a scale of 0–100 (0#
very unimportant, 100 # very important) for each symptom.

Results and Discussion

This experiment was concerned with two major investigations:

Do clinicians rely on their own idiosyncratic theories in diagnosis

and reasoning even when their theories do not agree with those of

other clinicians and is this causal status effect mediated by famil-

iarity with the disorder? To summarize the results detailed in the

section, we found that participants once again showed a causal

status effect in the hypothetical patient task, recall task, and

conceptual importance task. Furthermore, this effect was found

even in schizotypal personality disorder, for which there was no

reliable consensus on a theory among the expert participants in this

study. Familiarity was shown to mediate the results of both the

hypothetical patients task and the conceptual importance task. The

results that follow are presented in approximate order of impor-

tance: theory consensus, hypothetical patients, recall, conceptual

importance, familiarity, and theory representation.

Theory consensus. The data were coded exactly as in Exper-

iment 2, and rank-ordered lists of causal centralities were compiled

for each participant and disorder using Equation (1). Of primary

interest was whether participants’ rank-orderings of symptom cen-

tralities (in other words, theories) agreed or disagreed with each

other. The clinical psychologists did not significantly agree among

themselves as to their theory of schizotypal personality (W # .09;

p # .6), whereas graduate students’ agreement only reached mar-

ginal significance (W # .20; p # .07). See Figure 12 for an

example of two clinical psychologists’ conflicting theories of

schizotypal personality disorder. Particularly noteworthy is the

central versus peripheral positioning of “excessive social anxiety.”

The two groups combined were statistically significantly in agree-

ment for schizotypal personality, likely because of the increased

sample size, but it should be noted that this was the lowest overall

coefficient of all nine disorders tested in the current report (W #
.10; p # .04).

Clinicians, graduate students, and all participants combined had

significantly concordant theories for borderline personality (Ken-

dall’s Ws # .30, .46, and .33, respectively; all ps $ .01),

obsessive–compulsive personality (Ws # .28, .21, and .17, respec-

tively; all ps $ .04), and avoidant personality (Ws # .26, .39, and

.27, respectively; all ps $ .01). See Figures 13, 14, 15, and 16 for

a summary diagram of participants’ theories for each of the four

disorders.

Hypothetical patients. Even though participants had more id-

iosyncratic theories about schizotypal personality disorder, they

still relied on their own theories in diagnosis. Analyses run on the

schizotypal hypothetical patient data alone showed a significant

main effect of item type, F(2, 34)# 6.74,MSE # 269.97; p $ .01;

"2 # .28. Causally central patients were rated as marginally more

typical than causally peripheral patients (Ms # 59.1 and 47.2,

respectively); t(18)# 2.05, p $ .06; "2 # .19, and as significantly

more typical than isolated patients (M # 40.0); t(18) # 4.17; p $
.01; "2 # .49. Causally peripheral patients were not significantly

more typical than isolated patients, although the direction of results

was in the predicted direction, t(18) # 1.21; p # .2; "2 # .08.

The results were also replicated across all four disorders. A 2

(expertise; clinicians vs. graduate students) " 3 (item type; caus-

ally central, causally peripheral, and isolated) ANOVA revealed a

main effect of item type, F(2, 34)# 8.57,MSE # 114.89; p $ .01;

"2 # .34. Contrasts showed that patients with causally central
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symptoms (M # 57.8) were judged as more typical of the disorder

than patients with causally peripheral symptoms (M # 52.5);

t(18) # 2.25; p $ .04; "2 # .22, which in turn were judged as

more typical than patients with isolated symptoms (M # 43.5);

t(18) # 2.48; p # .02; "2 # .26. Figure 17 shows the results

broken down by experts and trainees. Neither a significant main

effect of expertise (p $ .2; "2 # .11) nor an interaction of

Expertise " Item Type ( p # .6; "2 # .03) was found. Because

antisocial personality disorder was a filler item, it was not included

in these analyses (or in Figure 17). A separate analysis revealed

that the causal status effect found in Experiments 2 and 3 for

antisocial personality disorder was replicated, t(18) # 2.65; p $
.02; "2 # .28.

Participants in Experiments 1, 2, and 4 completed a similarly

structured hypothetical patients task, so an analysis was run on the

collapsed data to test whether theoretical orientation was a mod-

erator of the causal status effect. Collapsing the data across the

three experiments allowed for sufficient numbers of participants in

each theoretical orientation cell to run the analysis. The different

types of theoretical orientation were collapsed into three catego-

ries, to give the analysis sufficient power to be a fair test. These

categories included psychoanalytic–humanistic (including partic-

ipants identifying themselves as either psychoanalytic, psychody-

namic, or humanistic; n # 14), cognitive–behavioral (including

cognitive, behavioral, and cognitive–behavioral; n # 29), and

other (including eclectic, family systems, and any other types of

orientation; n # 17). A 2 (expertise; experts, novices) " 3 (item

type; central, peripheral, isolated) " 3 (orientation; psychoanalytic–

humanistic, cognitive–behavioral, other) ANOVA revealed no sig-

nificant effects or interactions involving orientation (all ps% .1; all

"2 $ .06; for the critical interaction of Item Type " Orientation,

at the # # .05 level, observed power # .51). To rule out the

possibility that including the less well-defined group, other, in-

flated the error term, we ran the same ANOVA again excluding

those data. The results were the same, with no significant effects or

interactions involving orientation (all ps % .1; all "2 $ .03).

Similarly, no effects or interactions involving expertise were sig-

nificant (all ps % .2; all "2 $ .05; for the critical interaction of

Item type " Expertise, at the # # .05 level, observed power #
.25), even with a much larger sample size. Thus, overall, partici-

pants across the three experiments showed the causal status effect

in this task regardless of their theoretical bent and expertise.

Free recall. A 2 (expertise; clinicians, graduate students) " 3

(symptom type; causally central, causally peripheral, isolated)

ANOVA conducted on the four main disorders revealed a main

effect of symptom type, F(2, 340) # 47.26, MSE # 0.02; p $ .01;

"2 # .74. Specifically, causally central symptoms were correctly

recalled more frequently than causally peripheral symptoms

(Ms# 52.0% and 44.1% recalled, respectively); t(18)# 2.26; p $
.04; "2 # .22, which in turn were correctly recalled more fre-

quently than isolated symptoms (M # 15.4% recalled); t(18) #
6.22; p $ .01; "2 # .68. Figure 18 shows the results broken down

by level of expertise (again, the filler antisocial personality disor-

der is not included in this figure). No main effect of expertise

(p # .8; "2 # .001) or interaction of Expertise " Symptom Type

(p % .1; "2 # .10) was found.

Figure 12. Sample data showing disagreement in theories for schizotypal

personality disorder in Experiment 4. Only the Diagnostic and Statistical

Manual of Mental Disorders (4th ed.) diagnostic criteria are pictured here.

Dotted circles indicate groupings drawn in the diagram by the participant.

Figure 13. A composite of all participants’ drawings of avoidant person-

ality disorder in Experiment 4. Diagnostic criteria, shown in boldfaced

boxes, are reprinted with permission from the Diagnostic and Statistical

Manual of Mental Disorders, Fourth Edition. Copyright 1994 American

Psychiatric Association.
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The same analysis was conducted on schizotypal personality

disorder alone because of the low consensus on causal theories for

this disorder. There was a significant main effect of item type, F(2,

340) # 23.41, MSE # 0.05; p $ .01; "2 # .58. Causally central

symptoms were more likely to be recalled correctly than causally

peripheral symptoms (Ms # 64.0% and 43.9%, respectively);

t(18) # 2.48; p # .02; "2 # .26, which, in turn, were more likely

to be recalled correctly than isolated symptoms (16.7%);

t(18) # 3.60; p $ .01; "2 # .42.

Not including antisocial personality disorder in either experi-

ment, we found levels of correct recall for symptoms were signif-

icantly higher in Experiment 1 than in Experiment 4 (overall

Ms # 53.4% and 37.1%, respectively); t(38) # 3.40, p $ .01;

"2 # .23. Thus, participants were better able to correctly recall

symptoms of Axis I disorders than symptoms of Axis II disorders,

across the different symptom types.

Conceptual importance. Averaged relational rank orderings of

the symptoms were obtained as in Experiment 2 (shown under

Centrality in Table 3) and were correlated with the averaged

conceptual importance ratings for each disorder (shown under

Importance in Table 3). Collapsed over disorders, we found a

positive correlation (rs # .46, over all participants; rs # .46,

clinical psychologists alone; rs # .48, graduate students alone). As

in Experiment 2, we also ran this analysis after removing all the

noncausal directional data. The correlations remained essentially

unchanged (rs # .43, over all participants; rs # .46, clinical

psychologists alone; rs # .45, graduate students alone). Thus, these

effects are most likely because of a causal status effect rather than

a general relational effect per se. Broken down by disorder, three

of the four disorders showed positive correlations, avoidant, rs
(7) # .54, p # .2; borderline, rs (9) # .13, p # .7; and obsessive–

compulsive, rs (8) # .88, p $ .01. Schizotypal did not show a

positive correlation, rs (9) # –.13, p # .7, most likely because

there were no significantly homogeneous theories among clini-

cians as reported in the previous analyses under the Theory con-

sensus section. Individually, however, a majority of participants

showed the causal status effect for schizotypal personality (12 of

19).

We also examined data from only those participants who per-

formed the conceptual centrality task followed by the theory-

drawing task to examine the possibility that priming of theories

because of task ordering was responsible for driving the effect.

Collapsed over disorders, we found this subgroup still showed a

clearly positive correlation overall (rs # .21). This rank correlation

coefficient is marginally significantly smaller than the correlation

coefficient for data from only those participants who completed

the theory drawing task first (rs # .60); t(3)# 2.83; p $ .07; "2 #
.73; at the # # .05 level, observed power # .49. Thus, in Exper-

iment 4 (but not in Experiment 2), having people remember their

theories before completing conceptual importance judgments mar-

ginally enhanced the causal status effect.

Familiarity analyses. The goal of the analyses in this section

was to determine whether the degree of causal status effect exhib-

ited by the participants changed as a function of how familiar they

were with each particular personality disorder. As in Experi-

ments 1 and 2, a single data set for high familiarity and another for

low familiarity were produced based on composite familiarity

scores. To summarize the results in this section, we found famil-

iarity with disorders to be a significant moderator for the effect of

background theories in the diagnosis-related tasks (the hypotheti-

cal patients task and conceptual importance task), although not in

the recall task. Specifically, the causal status effect occurred only

for high-familiarity disorders in the hypothetical patients task, and

clinicians showed the causal status effect only for high-familiarity

Figure 14. A composite of all participants’ drawings of borderline personality disorder in Experiment 4.

Diagnostic criteria, shown in boldfaced boxes, are reprinted with permission from the Diagnostic and Statistical

Manual of Mental Disorders, Fourth Edition. Copyright 1994 American Psychiatric Association.
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disorders in the conceptual importance task. The detailed results of

each are described in the following paragraphs.

In the hypothetical patients familiarity analysis, a 2 (expertise;

clinicians vs. graduate students) " 2 (familiarity; high vs.

low) " 3 (item type; causally central vs. causally peripheral vs.

isolated) ANOVA was conducted on the typicality ratings. The

critical interaction of Familiarity" Item type was significant, F(2,

34) # 3.95, MSE # 520.19; p $ .03; "2 # .19. Most notably,

causally central patients were rated as more typical than causally

peripheral patients for the high-familiarity disorders (Ms # 62.2

and 49.3, respectively); t(18)# 3.16; p $ .01; "2 # .36 but not for

the low-familiarity disorders (Ms # 53.7 and 54.8, respectively);

t(18) # &0.33; p # .7; "2 # .006. Isolated patients received

comparable ratings regardless of how familiar the disorder was

(Ms # 42.1 and 44.8 for high- and low-familiarity disorders,

respectively); t(18) # &0.74; p # .5; "2 # .03. No other effects

or interactions concerning familiarity were significant (all ps % .2;

all "2 $ .07).

In the conceptual importance familiarity analysis, a 2 (expertise;

clinicians vs. interns) " 2 (familiarity; high vs. low) ANOVA was

carried out on the correlation coefficients mapping the correlation

between conceptual importance judgments and causal centrality.

There was a significant interaction of Familiarity" Expertise, F(1,

16) # 7.0, MSE # 0.47; p $ .02; "2 # .30, such that experts

showed the causal status effect only for high-familiarity disorders

(mean r # .39, as opposed to .01 for low-familiarity disorders);

t(8) # 3.06; p $ .02; "2 # .54, whereas novices showed the effect

to an equal degree for high- and low- familiarity disorders (mean

Figure 15. A composite of all participants’ drawings of obsessive–

compulsive personality disorder in Experiment 4. Because there was more

room for detail here, links from 0.7 to $ 1.0 are included in the diagram

in parentheses (all links, as for the disorders, were included in the analy-

ses). Links with an average strength less than 1.0 are indicated by dotted

arrows. Diagnostic criteria, shown in boldfaced boxes, are reprinted with

permission from the Diagnostic and Statistical Manual of Mental Disor-

ders, Fourth Edition. Copyright 1994 American Psychiatric Association.

Figure 16. A composite of all participants’ drawings of schizotypal

personality disorder in Experiment 4. Diagnostic criteria, shown in bold-

faced boxes, are reprinted with permission from the Diagnostic and Sta-

tistical Manual of Mental Disorders, Fourth Edition. Copyright 1994

American Psychiatric Association.

Figure 17. Clinical psychologists’ and clinical psychology graduate stu-

dents’ typicality ratings for hypothetical patients with potential personality

disorders in Experiment 4. Error bars indicate standard errors.
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rs # .34 and .42, respectively); t(8) # &0.70; p # .5; "2 # .06.

There were no other significant effects (all ps % .1; all "2 # .1).

Finally, in the recall task familiarity analysis, a 2 (expertise;

clinicians vs. graduate students) " 2 (familiarity; high vs.

low) " 3 (item type; causally central, causally peripheral, and

isolated) ANOVA was conducted on the rates of correct recall.

There were no significant effects or interactions at all concerning

familiarity (all ps % .2; all "2 $ .1).

In sum, Experiment 4 increased the range of familiarity of

disorders by using disorders that were considered to be unfamiliar

to the pretest participants (see Appendix B). When this range was

increased, a stronger effect of familiarity was found than in the

previous experiments, such that the causal status effect tended to

be stronger with familiar disorders than with unfamiliar disorders.

This could be due to a confidence effect, in which clinicians rely

more on their theories when they are more familiar with the

disorders being considered.

Theory representation. Nine of the 10 experts and 8 of 9

novices opted to draw causal theories for all personality disorders.

The 10th expert and the 9th novice drew causal theories for three

of the four disorders. Participants’ theories were quite complex

with an average of 39.3 links per disorder (range: 0–177; see Kim,

2002, for more detailed analyses).

The number of total links for these disorders was generally

lower than the number of total links in Experiment 2, presumably

because there were also fewer symptoms in the Experiment 4

disorders (M # 18 symptoms per disorder vs. 25 symptoms per

disorder in Experiment 2). In addition, participants reported having

seen significantly fewer patients with the Experiment 4 disorders

than with the Experiment 2 disorders (Ms # 2.8 vs. 13.1 patients

in the past year, respectively); t(37) # 3.07; p $ .01; "2 # .20.

Participants were also marginally significantly less confident of

the theories they drew in Experiment 4 than in Experiment 2

(Ms # 5.3 and 6.4, respectively, on a 9-point scale); t(37) # 2.02;

p# .05; "2 # .10. Participants’ familiarity ratings for the disorders

went in the same direction, although the difference was not sig-

nificant (p % .1; "2 # .06).

Proportion of causal links. Just as in Experiment 2, we con-

ducted an analysis to determine what percentage of the relational

links drawn were actually causal links. Again, causal and non-

causal links were defined according to Ahn et al. (2002). The

results showed that 87.4% of links drawn were causal links.

Although lower than the percentage of causal links in Experi-

ment 2, the proportion of causal links is nonetheless large enough

to suggest that the effect found in Experiment 4 was driven by a

causal status effect.

Summary. Participants showed a strong causal status effect

and the predicted isolated versus causal symptoms effect in both

the hypothetical patients task and the recall task. This was even the

case for schizotypal personality disorder, a disorder in which

clinicians’ theories were found to differ from each other radically.

This suggests that clinicians may rely on their theories in clinical

reasoning even when those theories may be extremely idiosyn-

cratic. A causal status effect in the conceptual importance measure

was also found in graduate students and clinical psychologists.

After increasing the range of familiarity in the stimuli, familiarity

in general was found to be a moderator for the causal status effect

in diagnosis-related tasks only (i.e., hypothetical patients and con-

ceptual importance, but not recall). In the hypothetical patients

task, the causal status effect was found only in high-familiarity

disorders for both expertise groups. In the conceptual importance

task, there was an effect of expertise such that the causal status

effect was found in high- but not low-familiarity disorders for

clinicians, whereas graduate students showed the effect for both

types of disorders. Most of the links drawn by participants were

causal or implied causal links, again suggesting that the effect was

driven specifically by a causal status effect. Finally, all participants

had causal theories about most or all of the disorders, and these

theories were quite complex.

Experiment 5: Between-Group Consensus on Symptom

Centrality in Personality Disorders

In Experiments 2 and 4, most participants’ theories agreed with

each other to a significant degree despite the fact that these

participants were diverse as to theoretical orientation. The results

of Experiments 2 and 3 demonstrated that the clinicians, interns,

and lay people in these studies all weighted symptoms in the same

way. However, the disorders used in Experiment 4 were all clas-

sified as less familiar to lay people than the Experiment 2 disorders

(see Appendix A). Are clinicians’ theories also in agreement with

commonsense knowledge for these less familiar disorders? Exper-

iment 5 sought to determine whether this is the case.

Method

Participants. As in Experiment 3, lay people were defined as any

individuals without formal training in clinical psychology. Twenty-three

undergraduate students at Vanderbilt University, who met this criterion,

completed the task along with other unrelated tasks in exchange for partial

fulfillment of requirements for an introductory psychology course.

Materials and procedure. Some of the disorders used in Experiment 4

were purposely selected as those unfamiliar even to experts. Thus, we

expected that lay people might not have even heard of those disorders (e.g.,

schizotypal personality). However, it was possible that these lay partici-

pants could have concepts of these unfamiliar personality disorders without

necessarily knowing the labels. If this was true, then examining their

concepts of these disorders simply by presenting them with clinical labels

might lead to an underestimation of their performance. Thus, following the

Figure 18. Percentages of symptoms correctly recalled from hypothetical

patients with potential personality disorders seen prior to a time delay in

Experiment 4. Error bars indicate standard errors.
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procedure used by Kim and Ahn (2002), all participants were first pre-

sented with lists of the DSM–IV diagnostic criteria and characteristic

symptoms for the four disorders from Experiment 4. Participants were

asked to simply read through the lists so that they would have an idea of

what the disorder names meant. The order of symptoms within each

disorder list was scrambled to create two different versions that were

counterbalanced between participants. The order of the disorders was

randomized for each participant.

The remainder of the materials exactly mirrored those used for lay

participants in Experiment 3. Eight hypothetical patients were developed

on the basis of averaged causal theories of the clinical participants in

Experiment 4. One causally central patient and one causally peripheral

patient were created for each of the four personality disorders, in the same

manner described in Experiment 3. No isolated patients could be created

from the averaged theories, because no symptoms were left isolated by all

of the Experiment 4 participants.

As in Experiment 3, participants were then presented with these

patients and asked to rate how typical they were of the disorder. Pa-

tients were presented to participants in one of two counterbalanced

orders.

Table 3

Participants’ Mean Conceptual Importance Ratings and Causal Centrality Rank Orders

Calculated by Equation (1) for the DSM–IV Diagnostic Criteria in Experiment 4

Disorder and symptom Centrality Importance

Avoidant personality disorder
Avoids occupational activities that involve significant interpersonal contact,
because of fears of criticism, disapproval, or rejection 5 79.5

Is unwilling to get involved with people unless certain of being liked 4 68.7
Shows restraint within intimate relationships because of the fear of being
shamed or ridiculed 6 70.3

Is preoccupied with being criticized or rejected in social situations 2 77.9
Is inhibited in new interpersonal situations because of feelings of inadequacy 3 78.7
Views self as socially inept, personally unappealing, or inferior to others 1 81.1
Is unusually reluctant to take personal risks or to engage in any new
activities because they may prove embarrassing 7 74.7

Borderline personality disorder
Frantic efforts to avoid real or imagined abandonment 4 80.8
A pattern of unstable and intense interpersonal relationships in which others
are alternately idealized and devalued 5 84.3

Identity disturbance: markedly and persistently unstable sense of self 1 86.5
Impulsivity in two or more potentially self-damaging areas 8 84.7
Recurrent suicidal behavior, gestures, or threats, or self-mutilating behavior 9 84.2
Affective instability due to a marked reactivity of mood 2 80.8
Chronic feelings of emptiness 6 69.5
Inappropriate, intense anger or difficulty controlling anger 3 80.0
Transient stress-related paranoid ideation or severe dissociative symptoms 7 57.1

Obsessive–compulsive personality disorder
Unable to discard old junk, even that which has no sentimental value 8 58.7
Shows perfectionism that interferes with task completion 2 86.4
Preoccupied to such a degree with details, rules, etc. that the goal is lost 4 84.1
Shows rigidity and stubbornness 1 86.0
Is reluctant to work with others unless they submit to exactly his or her way
of doing things 6 63.3

Is scrupulous and inflexible about matters of morality, ethics, or values 3 69.5
Adopts a miserly spending style toward both self and others 7 47.9
Is excessively devoted to work and productivity 5 75.5

Schizotypal personality disorder
Ideas of reference (excluding delusions of reference) 8 72.4
Odd beliefs or magical thinking that influences behavior and is inconsistent
with subcultural norms 3 80.8

Unusual perceptual experiences, including bodily illusions 7 72.1
Odd thinking and speech 4 84.5
Suspiciousness or paranoid ideation 2 67.6
Inappropriate or constricted affect 5 85.5
Behavior or appearance that is odd, eccentric, or peculiar 6 80.0
Lack of close friends or confidants other than first-degree relatives 9 68.5
Excessive social anxiety that does not diminish with familiarity and tends to
be associated with paranoid fears rather than negative judgments about self 1 67.9

Note. Higher numbers correspond to greater conceptual importance. Rank orders shown for causal centrality
were assigned within the diagnostic criteria for each disorder, although the centralities themselves were
calculated using ci,t!1 # ¥j dij cj,t (Equation [1]) based on directional relations with all symptoms (diagnostic
criteria plus characteristic symptoms). Symptom descriptions are reprinted with permission from the Diagnostic
and Statistical Manual of Mental Disorders, Fourth Edition (DSM–IV). Copyright 1994 American Psychiatric
Association.
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Results and Discussion

A 2 (item type; causally central, causally peripheral) "4 (dis-
order, the four disorders) ANOVA demonstrated that undergrad-

uates judged causally central patients (M # 75.9) to be much more

typical of each disorder than causally peripheral patients

(M # 64.8); F(1, 22) # 31.65, MSE # 178.29; p $ .01; "2 # .59.

The results went in the expected direction for all four disorders, but

there was a significant interaction, F(3, 66) # 3.92, MSE #
214.80; p # .01; "2 # .15. Multiple comparisons showed that the

causal status effect occurred to a significant extent in avoidant,

t(22) # 3.01; p $ .01; "2 # .29; obsessive–compulsive, t(22) #
2.51; p # .02; "2 # .22; and schizotypal, t(22) # 4.33; p $ .01;

"2 # .46, personality disorders, but not in borderline personality

disorder, t(22) # 0.53; p # .6; "2 # .01. Borderline personality is

thereby the only demonstration of a disorder in Experiments 3

and 5 for which lay and clinician theories did not agree. Interest-

ingly, this suggests that not all clinical theories are necessarily in

concordance with commonsense background knowledge. For the

majority of the disorders tested, however, despite the fact that

undergraduates are less familiar with these personality disorders

than the ones used in Experiment 2, they still made diagnostic

decisions in accord with those made by clinicians.

General Discussion

Summary of Results

In this study, a number of similar tasks and analyses were used

over the three major experiments (1, 2, and 4). To facilitate

discussion of the data, we summarize the major results by task

across experiments. (See Figure 1 for a summary diagram.)

For the hypothetical patients task (Task III in Figure 1), patients

with causally central symptoms were more likely to be diagnosed

with the target disorder (Experiment 1), were judged to be more

typical of the target disorder (Experiment 2), and were more

important in participants’ concepts of the target disorder (Experi-

ment 4) than patients with causally peripheral symptoms. In addi-

tion, patients with causally central and patients with causally

peripheral symptoms received significantly higher ratings on all

three measures than did patients with isolated symptoms.

The two types of memory tasks (Task IV in Figure 1) showed a

similar pattern of results. In the recall task, Experiments 1 and 4

showed that causally central symptoms were more frequently

recalled correctly than causally peripheral symptoms and that

these, in turn, were more frequently recalled than isolated symp-

toms. In the recognition task (Experiment 2), participants were

more likely to falsely recognize symptoms in hypothetical patients

that were central to their theory of the disorder than symptoms that

were peripheral to or isolated from their theory.

Additional measures supplied more converging evidence for the

use of theories in reasoning about mental disorders. In analyses

correlating individual participants’ rated symptom centralities

(Task II in Figure 1) with the centralities of those symptoms in

their theory drawings, the correlation coefficients were greater

than 0 in all three major experiments. Overall, 52 of the 59

participants in these experiments showed some degree of the

causal status effect in this measure (30 of 35 experts; 23 of 25

novices).

In addition, Experiments 3 and 5 showed that the causal theories

of clinical psychologist experts and trainees concurred with the lay

people’s symptom weightings for all Axis I and Axis II disorders

tested except for borderline personality disorder. Notably, the

clinician participants in Experiment 4 were shown to agree signif-

icantly among themselves on their theory of borderline personality.

Implications for Theories of Conceptual Thought

The current study extends previous demonstrations of theory-

based reasoning (e.g., Wisniewski & Medin, 1994) by showing

theory-based reasoning in the unique field of mental disorders, in

which clinical psychologists are provided with a model of diag-

nosis that sidesteps the use of theory (Spitzer et al., 1994). The

current research demonstrated strong converging evidence that

despite the fact that they have a well-known atheoretical manual,

clinicians nonetheless use their own theories when reasoning about

mental disorders. It is unlikely that these effects are solely because

of short-term priming of their theories during the task. We found

positive correlations between causal centralities and conceptual

centralities even among those who drew their theories after they

rated conceptual centralities. In addition, we found the causal

status effect in the hypothetical patients task, which was carried

out about 2 weeks after the participants drew their theories.

This work also details, for the first time, the use of a specific

mechanism of theory-based reasoning by experts in a domain.

Previous work showing the effects of top–down expectations in

experts (e.g., Chapman & Chapman, 1967, 1969; Chi, Feltovich, &

Glaser, 1981; Gaultney, Bjorklund, & Schneider, 1992; Gobet &

Simon, 1998; Simon & Chase, 1973) did not investigate those

effects to the same degree of specificity as has been carried out

here. Thus, in this sense also, the current research breaks new

ground. (See also Rehder & Hastie, 2001, and Strevens, 2000, for

other examples of specifying theory-based categorization, and Ahn

& Kim, 2000, and Ahn et al., 2001, for more discussion of these

mechanisms.)

In addition, the current study (Experiments 2 and 4) found that

the vast majority of relations in clinical psychologists’ represen-

tations of mental disorders could be classified as either causal or as

implying causality (Ahn et al., 2002). These results confirm pre-

vious researchers’ claims that the core component of theory rep-

resentations is causality (Carey, 1985; Hickling & Wellman,

2001).

However, we do not intend to argue that clinicians do not use

similarity-based prototype representations (e.g., Cantor, et al.,

1980) or exemplar- or case-based reasoning. Indeed, in accord

with arguments that both theory-based and similarity-based rea-

soning play a role in conceptual thought (Keil et al., 1998;

Wisniewski & Medin, 1994), the type of theory-based reasoning

shown here could easily coexist with, or conceivably even arise

from, a similarity-based representation. It is also possible that one

could develop a prototype-based or exemplar-based model of

clinical reasoning where features are interconnected and the fea-

tures’ causal status determines their weights.

Furthermore, we do not intend to argue that feature weights are

determined only by domain theories (see Ahn & Kim, 2000;

Rehder & Hastie, 2001, for further discussion on this issue). Other
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known determinants for feature weights include category validity

(the probability that an object has a certain feature given that it

belongs to a certain category; e.g., the probability that a patient has

feelings of worthlessness given that the patient has a major de-

pressive episode) and cue validity, or diagnosticity (the probability

that an object belongs to a certain category given that it has a

certain feature; e.g., the probability that a patient has a major

depressive episode given that the patient has feelings of

worthlessness).

The current study did not strictly control for cue and category

validities because we used real-life disorders, rather than artifi-

cially controlled disorders, to increase the study’s external validity

and to use the DSM–IV as the alternative model of clinical rea-

soning. We acknowledge that our data did not conclusively rule

out the possibility of a purely statistical interpretation. For the

following reasons, however, we believe it to be reasonably un-

likely that the causal status effect we observed in the current study

was confounded with the effect of probabilities associated with

features.

First, in a separate investigation, we controlled for probabilities

of symptoms in a study investigating lay people’s use of the causal

status effect in artificial everyday categories and found that the

effect exists robustly above and beyond the effects of probability

alone (Ahn et al., 2000). Similarly, previous documentation has

shown that people’s theories predict their responses on the mea-

sure of conceptual centrality used in Experiment 1, but their

theories do not predict their estimates of cue and category validity

(Sloman et al., 1998). In another study with lay people, we ma-

nipulated which real-life symptoms (embedded in artificial mental

disorders) were thought to be causally central and still got a robust

causal status effect (Kim & Ahn, 2002). This manipulation effec-

tively controlled for any prior notions participants might have had

about how frequently one would expect each symptom to occur in

the world.

Furthermore, the fact that clinicians showed a strong causal

status effect for schizotypal personality in Experiment 4, despite

having extremely different theories for that disorder, demonstrates

that they did not rely on the objective probabilities of the symp-

toms. For instance, suppose that Symptom A has a higher proba-

bility of occurrence than Symptom B. Some of the participants

weighted A more than B when making judgments, whereas others

weighted B more than A, depending on their own idiosyncratic

theories. If feature weighting was based on cue or category valid-

ities, the same symptoms should have been given the same weights

in diagnosis across all participants. Moreover, none of the disor-

ders could be said to have shown strong agreement per se, although

the effects were statistically significant.

Finally, the way in which the DSM–IV is structured could

potentially lead a clinician to assume that the category validities of

symptoms within a disorder are equal to each other. That is,

schizophrenia’s “any 2 out of 5 symptoms” specification carries

the implication that a patient with schizophrenia should be equally

likely to have any of the diagnostic criteria symptoms listed in the

manual. Thus, in this sense the DSM–IV itself serves as a control

for category validity. Thus, we can be reasonably confident that

the effects shown here cannot be explained away by the probabil-

ities of symptoms.

Lack of Expert–Novice Differences

Expertise was never found to be a strong moderator of the effect

in any measures used in the current study. Indeed, even under-

graduates rely on their own lay theories when reasoning about

mental disorders (Kim & Ahn, 2002). Such results are consistent

with the well-documented finding that professionals and nonpro-

fessionals in therapy differ little, if at all, as to their patients’

treatment outcomes (Dawes, 1994; Durlak, 1979; Faust & Zlot-

nick, 1995; Meehl, 1954; but see Atkins & Christensen, 2001;

Burlingame, Fuhriman, Paul, & Ogles, 1989; and Karon & Van-

denBos, 1970, for discussions of possible circumstances under

which expertise may matter for therapy outcomes).

Why were no expertise effects found in this study? The possi-

bility of low power can be discounted because a collapsed analysis

of the hypothetical patient data across Experiments 1, 2, and 4 also

came up with nonsignificant expertise effects. One speculative,

and certainly more interesting, possibility is that because of the

atheoretical emphasis in the field of clinical psychology, clinicians

are left to develop their own specific theories and have no way of

verifying whether their theories are correct or not even as their

expertise grows (Dawes, 1994). It remains to be investigated

whether this is truly the case.

The other possibility is that the critical factor is not years of

practice per se (which was our criterion for determining expertise)

but rather familiarity with specific disorders. Indeed, in Experi-

ment 4, where the range of familiarity with specific disorders was

expanded, familiarity was found to be a significant moderator of

the effect in the hypothetical patients and conceptual importance

tasks (though not for the memory task). Specifically, in these two

tasks, the causal status effect was stronger for familiar than for

unfamiliar disorders, suggesting that clinicians may rely more on

their theories when they feel familiar with the disorder.

What, then, have experts learned of value to diagnosis over their

training and years of practice? Elstein (1988) has suggested that

what may be gained with expertise in clinical reasoning is the

speed with which a clinician can come to a diagnosis. There may

also be other expert–novice differences in aspects of theory-based

clinical reasoning that were not measured in the current experi-

ments. For instance, experts may be better than novices at recog-

nizing a symptom for what it is. In addition, accuracy is a critical

component of diagnosis that was not addressed at all in the current

study.

Furthermore, experts may be better at differential diagnosis, a

process that can be divided very roughly into two parts. The

DSM–IV casebook (Spitzer et al., 1994) provides examples of how

to diagnose numerous case studies. In all of these, the process

involves, first, determining which diagnostic criteria are present

and whether there are enough to justify a diagnosis and, second,

ruling out medical conditions and other mental disorder possibil-

ities. The current study suggests that clinicians might incorporate

theory-based reasoning into the first part of the process. There may

be expert–novice differences, however, in the second part of the

process, which may require more experience to master. In addition,

there are other cues to feature weighting that were not measured in

the current study. Base-rate cues including category validity and

cue validity are two of the most important. It is possible that

expert–novice differences would be present for such feature

weighting cues, in that novices have not yet acquired their own
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sense of how frequently symptoms occur in the world. Such

possibilities await further investigation.

The Relationship Between This Research and the DSM

System

It has not been the intent here to imply that these data show how

the DSM system should be modified. Rather, this study seeks to

provide a descriptive, not normative, model of clinical reasoning.

Ideally, to revise the DSM itself on the basis of a theory-like

model, it would clearly be necessary to discover a single correct

etiology for each disorder and then use that framework for the

manual, as is often done for medical diseases. However, current

mental disorder etiologies have not yet reached that point. It is

possible that these data may be useful by providing researchers

who study the etiology of disorders with potential theories that

most clinicians seem to agree on. In other words, these data may

serve as starting hypotheses for these researchers.

A number of theorists have discussed reasons to base taxono-

mies on theory. One of the DSM’s goals in not specifying under-

lying theories was to avoid battles between different theoretical

schools as to which theories should be included in or focused on in

the manual. However, some have argued that the advantage gained

by such a solution is outweighed by disadvantages concerning the

negative effect a taxonomy that is silent with respect to theory has

on clinical research (Follette & Houts, 1996). Although advancing

research is ostensibly not the primary purpose of the DSM system,

these authors argue that diagnosis and research are inextricably

linked in that being able to conduct research on a particular

disorder depends on being able to identify people who have it.

Follette (1996), for instance, criticized the diagnostic criteria,

pointing out that they never consider behavior within a context

(i.e., both situational and biological). Carson (1996) also criticized

the diagnostic criteria, pointing out that in being simplified, they

have become much more crude than the actual manifestation of the

disorders. His argument is that such a trend runs counter to the fact

that advances in science historically involve taking measures of the

studied phenomenon with increasing levels of precision. Thus,

there may be a number of conceptual reasons why an atheoretical

taxonomy of disorders is far from ideal. It will be the task of other

studies, however, to determine whether this is the case.

Implications for Theories of Clinical Reasoning

The question of how clinicians think and reason has been

primarily concerned with fallacies in clinical reasoning and ways

in which such errors can be circumvented (i.e., Dawes, 1994;

Dawes, Faust, & Meehl, 1989; Einhorn, 1988; Elstein, 1988; Garb,

1996; Meehl, 1954). Much of this work to date has investigated

clinical reasoning with respect to principles of decision making,

including cognitive heuristics and biases (i.e., Eva & Brooks,

2000; Eva, Brooks, & Norman, 2001; Garb, 1996; Rabinowitz,

1993; Turk & Salovey, 1985). In contrast, the current article

examined clinical reasoning as an example of categorization.

One argument against the data presented here could be that they

are not meaningful because in most real-life cases clinicians must

make formal DSM diagnoses using checklists and are therefore

unlikely to be influenced by their causal theories to the degree

documented here. However, we believe that the effect of theory-

based conceptual representations found in the current studies may

still pervade critical aspects of clinical work. As shown in the

current study, clinicians are better at recalling symptoms central to

their theories, and they may be biased to falsely remember theory-

central symptoms of patients they have already seen. These ten-

dencies may influence clinicians’ informal initial diagnoses, which

may, in turn, markedly affect how clinicians subsequently perceive

and interact with their patients. For instance, symptoms of mental

disorders are often ambiguous, and clinicians may focus their

attention on detecting symptoms central to their theories.

It should be noted, however, that theory-based reasoning in

itself is not a reasoning fallacy, provided that clinicians’ theories

are valid (Dawes et al., 1989). Experts do seem to have idiosyn-

cratic theories in some cases, as for schizotypal personality disor-

der. When theories are idiosyncratic and also happen to be invalid,

relying on them may constitute a fallacy in clinical judgment. In

general, however, categorization based on valid theories conforms

to the higher levels of taxonomy that scientists should strive for

(Hempel, 1965). As philosophers of science have argued over the

decades, the goal of scientific research is to eventually develop a

theory that explains a set of observations, not just to collect more

and more observations. It seems to follow, then, that clinicians are

also justified in developing theories that make sense of the knowl-

edge they have amassed about mental disorders. Indeed, symptoms

that explain and cause other symptoms may be the most important

ones to attend to and remember, because they may be the more

useful predictors for prognosis and treatment. In the current study,

most clinicians’ theories were found to be in general agreement

with each other’s and with lay people’s theories, at least in disor-

ders that are also familiar to lay people. This suggests that experts’

theories of these socioculturally familiar disorders are not highly

idiosyncratic but rather seem to concur with commonsense notions

and may, therefore, be worthy of careful consideration in seeking

to understand the process of clinical reasoning.
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Appendix A

Selection of Stimuli for Experiments 1, 2, and 3

In a preexperiment to select the mental disorders used as stimuli in

Experiments 1, 2, and 3, 23 undergraduate students from Yale University

were recruited in exchange for payment of $7 per hr to complete a survey

on how familiar they were with each of about 40 DSM–IV Axis I and

personality disorders. For each disorder, participants answered seven

yes–no questions in the following format: “Have you ever heard of [dis-

order X]?” “Have you ever thought about [disorder X] in the last three

years?” “Have you ever heard about research related to [disorder X]?”

“Have you ever heard about a patient with [disorder X]?” “Have you ever

heard or thought about what might cause [disorder X]?” “Do you have

some idea of what symptoms are associated with [disorder X]?” “Have you

ever thought about how symptoms of [disorder X] might be related to each

other?”

An index of overall familiarity with each disorder was computed by

calculating the percentage of “yes” responses to each disorder across

participants. The four Axis I disorders with the highest scores were selected

for use in the current study, with the following exceptions. Only one

disorder from each class of disorders was included (i.e., anorexia nervosa

had the highest score and bulimia the third highest score; only anorexia

nervosa was included because both are classified broadly as eating disor-

ders). In addition, dissociative identity disorder was excluded on the

grounds that there is still much debate over the disorder’s existence

(Spanos, 1996). More importantly, even if we assume the disorder’s

existence, the disorder would nonetheless be very rare. If no clinical trainee

or expert is likely to have seen a patient with it, the disorder may be

insensitive to any possible expert-novice differences. Using these criteria,

we selected anorexia nervosa, major depressive disorder, specific phobia,

and schizophrenia for use in the current experiment.

In addition, one Axis II personality disorder was selected. Obsessive–

compulsive personality disorder had the highest score but was not included

on the grounds that it is very similar to obsessive–compulsive disorder

(indeed, some of the clinical graduate student pilot participants in this study

voiced the opinion that it is the same thing, except that obsessive–

compulsive disorder patients recognize that they have a problem). Thus,

antisocial personality disorder, the personality disorder with the second-

highest score, was included instead.

Appendix B

Selection of Stimuli for Experiments 4 and 5

In a preexperiment to determine which DSM–IV personality disorders

were most familiar and which were least familiar to clinicians, familiarity

ratings were obtained from a separate group of 3 clinical psychology

professors at Vanderbilt University. Each participant rated his or her own

familiarity with each of the 10 personality disorders. They were also asked

to rate how familiar they thought that the “average” clinician would be with

each of the disorders. All ratings were made on a 7-point scale (1 # very

unfamiliar; 7 # very familiar).

For each disorder, we calculated mean ratings separately for the “self”

and “average” responses. A third set of ratings was also considered—those

that were obtained from undergraduates for Experiment 1 (undergraduates

gave familiarity ratings for all the disorders in the DSM–IV from both Axis

I and II). The two highest overall and two lowest overall rated disorders

were selected for use in this study, with one modification. Schizotypal and

schizoid personality disorder were, strictly speaking, the two least familiar

personality disorders. However, on the grounds that they might be too

conceptually similar, we replaced schizoid with the next least familiar

disorder, avoidant personality disorder. The two highest familiarity disor-

ders were borderline personality and obsessive–compulsive personality.
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